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Abstract - — In applications like feature-level sensor fusion, 
the problem of selecting an optimal number of sensors can lead 
to reduced maintenance costs and the creation of compact 
online databases for future use. This problem of sensor 
selection can be reduced to the problem of selecting an optimal 
set of groups of features during model selection. This is a more 
complex problem than the problem of feature selection, which 
has been recognized as a key aspect of statistical model 
identification. This work proposes a new algorithm based on 
the use of a recently proposed Bayesian framework for the 
purpose of selecting groups of features during regression and 
classification. The hierarchical Bayesian formulation 
introduces grouping for the parameters of a generalized linear 
model and the model hyper-parameters are estimated using an 
empirical Bayes procedure. A novel aspect of the algorithm is 
its ability to simultaneously perform feature selection within 
groups to reduce over-fitting of the data. Further, the 
parameters obtained from this algorithm can be used to obtain 
a rank-order among the selected sensors. The performance of 
the algorithm is then tested by using diesel engine data for 
fault detection (43 variables, 8-classes, 30000 records) and 
comparing the misclassification rates with a varying number 
of sensors. 

I. INTRODUCTION

Condition monitoring is gaining increased attention today 
in various fields such as optimization of automated systems 
[1], maintenance  of structures [2] and on-board vehicle 
diagnostics. The difficulty in obtaining precise 
mathematical models for many uncertain non-linear 
industrial systems has led to the increasing role of data-
based condition monitoring schemes. With the availability 
of a wide range of accurate sensors, the main research in 
condition monitoring is now focused on the processing of 
information obtained from these sensors. Multi-sensor data 
fusion seeks to increase accuracy by exploiting 
complementary information, while at the same time increase 
reliability by exploiting the redundancy provided by 
different sensors. Many attempts towards achieving this 
goal can be found in literature [3-9]. 

Feature-level sensor fusion involves the extraction of 
features by processing the raw sensor data using various 

signal processing methods and then using these features to 
develop a suitable model. It is expected that with suitable 
processing, the features are less noisy and contain more 
information about the condition of interest. A schematic of 
feature-level sensor fusion is shown in Figure 1. In 
applications like on-board diagnostics, it is possible to 
collect data in real time from the vehicles to monitor their 
conditions and also to transfer and store this data in a 
centralized database for future use by other vehicles. In 
such situations, the selection of a compact set of sensors and 
feature, which completely represent the fault signature, is 
important to reduce the amount of data being transmitted as 
well as to achieve efficient storage. Therefore, in order to 
design a feature level sensor fusion system, the following 
problems have to be addressed. 
1. Selection of a minimal number of sensors without 

compromising performance. This reduces the cost of 
installation and simplifies the maintenance of sensors. 

2. Selection of the best subset of features from the 
selected sensors. This ensures good generalization and 
also lessens the signal processing and data transfer 
burden in real time monitoring.  

3. Training a model from data to predict the process 
condition 

Figure 1. Sensor Selection as Feature Group Selection.   
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The above figure shows that selecting even a single feature 
from a particular sensor’s feature group to model any of the 
faults will necessitate selecting the corresponding sensor. 
Unfortunately, all the 3 problems stated above are inter-

linked as the evaluation of each stage is dependent on other 
stages. One way to overcome this problem is to group all 
the features belonging to a sensor together, which reduces 
the problem of sensor selection to the problem of feature 
group selection. The problem of feature group selection in 
fact has a larger scope with potential application in many 
new fields. 

Although a significant amount of research in the area of 
feature selection may be found in the literature [10], 
relatively few works on feature group selection are 
available. While it is possible to come up with certain 
straightforward extensions of feature selection strategies to 
feature group selection, they usually do not perform well 
especially as the number of features in each group becomes 
large. An extension of the popularly used filter techniques 
for feature selection based on correlation [10] or mutual 
information [10] to group feature selection is severely 
affected in such cases. As a result, recently there have been 
some attempts made at extending embedded feature 
selection methods [10, 11] to group feature selection. 
Specifically, for models which are linear in parameter 
(models of the form ( ) Tf bx w x ), assuming the feature 
values to be normalized,  the model parameters w may be 
considered as scaling factors as each feature is multiplied by 
the corresponding component of w to get the term ,
making the magnitude of wi indicative of the importance of 
the ith feature. The essence of embedded selection methods 
lies in the design of penalty terms for w, which induce 
sparsity in terms of groups in the final parameter estimates. 

Tw x

Many such approaches, which are suitable for linear 
models, have been proposed to date [12-17]. A particular 
approach that has been gaining popularity lately is the 
“group lasso”, which generalizes the lasso penalty [18] for 
feature selection to group feature selection. This was 
originally proposed in [16] as a solution to variable 
selection for regression when categorical variables also 
need to be considered. It has since been used for grouping 
of variables in many applications such as feature selection 
for multi-output regression [14], micorarray data analysis 
[19] and for logistic regression [20]. It has been observed 
that although the group lasso results in setting the weights 
of many groups to zero, it does not return the smallest 
possible set of groups that are sufficient to obtain an 
accurate model [15]. In [21], a modified  penalty 
function using the inverse of a pseudo-adjacency graph of 
feature relations is used to group features together based on 
their proximity information extracted using SPECT (Single 
photon emission computed tomography) perfusion imaging 
[21]. All these methods approach the problem of group 
feature selection from a regularization point of view. 
Therefore they require the manual tuning of a trade-off 

term. Moreover, only point estimates are obtained after 
training. 

Althoug

1( )w

parameter between the regularization term and the error 

h fully Bayesian and analytical frameworks have 
be

nference of hyper-parameters from data 

mall data sets 
 confidence 

 formulation 
bu

rmulation of 
th

II. HIERARCHICAL BAYESIAN FORMULATION

Given set 

en proposed for automatic feature selection [22, 23], no 
such attempt has been made for group feature selection. 
Recently, we proposed a novel model for the problem of 
feature group selection using a hierarchical Bayesian 
formulation and gave an algorithm to infer posterior 
distributions over the parameters and hyper-parameters 
using variational inferencing [24]. This algorithm brings 
with it the well known advantages of a fully Bayesian 
paradigm such as  

Automatic i
without cross-validation 
Good performance with s
Probability distributions (and hence
intervals) are obtained for the parameters as well as 
model output instead of point estimates. 

 In this paper, we follow the same problem
t propose a simpler algorithm based on maximizing the 

log-likelihood with respect to the hyper-parameters of the 
model. This inference scheme is known by many names 
such as “type II maximum likelihood” method, or the 
“evidence for hyper-parameters” method or the “empirical 
Bayes” method and the reason for maximizing the log-
likelihood with respect to the hyper-parameters (rather than 
the parameters themselves) is the belief that the hyper-
parameters cannot over-fit the training data [25]. Thus this 
method may be considered an extension of the original 
relevance vector machine (RVM) [22], which was designed 
to automatically select the most relevant basis vectors for 
classification and regression using generalized linear 
models. For group feature selection, the problem involves 
two stages; the first one being the selection of the most 
relevant groups followed by the selection the most relevant 
features from the selected groups. It will be shown that it is 
possible to incorporate these prior preferences for parameter 
selection by using additional hyper-parameters in the 
problem formulation. In this spirit we call the proposed 
method the Relevant Group Selector (RGS).   

Section II presents the new hierarchical fo
e prior over parameters and provides a discussion on how 

it reflects the requirements for group feature selection. 
Section III presents the hyper-parameter estimation 
algorithm. Results from the application of the proposed 
framework to the problem of sensor selection and fusion in 
diesel engine fault diagnostics are presented in Section IV, 
while the conclusions and scope for utilizing an 
Engineering Virtual Organization (EVO) for data 
standardization and software implementation to setup this 
algorithm are discussed in Section V. 

 a training 
( , ) { 1,1}: 1,.....,i i i nx t for binary D
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classification or ( , ) :i iD x t

1[ ,...., ]T p
i ipx x , the goal

s to learn a function, y
iz

a d-dimension
u

 s

1,.....,i n for

regression with ix
supervised learni ( )f x , which 
not only recalls this information but also general es well. 
Here it is assumed that the function has the structure shown 
below. 

( , ) ( )Ty f x w w x         (1) 

 of 

where

ng i

d  is 

ix . A
( )x

e input 
al feature vector extracted 

from th ss me that the features of the data set 
are generated by different ensors. Multiple features may be 
extracted from each sensor. Assume that the d features are 
extracted from m sensors such that each feature belongs to 
one and only one sensor.  This is not a strict requirement 
but makes the notation simpler. Let kd

ks denote the 

feature set of sensor k. Therefore, 
1

m

k
k

d d  and 

odel,

Hierarchical Formulation for Simultaneous Group and 
Feature Sele

1ks s 2k 1 2k k . The goal is to find a good m
 only a small subset of sensors.  

. A Gaussian prior over the param

on

s

which uses features from

cti
al

eters 
Let 1[ ,...., ]T d

dw w w represent the d-dimension
vector of parameter

is given by 2

1

( | ) / 2 exp / 2j j j
j

p w w

where

d

j  is the in

j

verse variance for the jth parameter with a
higher value of placing a higher emphasis on sparseness. 
As j  tends to infinity the probability mass of jw
concentrates around zero. In order to introduce grouping 
info tion based on the sources, w can be divided into
groups,

rma m
1,... ,... , :k m k

j kjw w w w w w s  and each 
group could have a Gaussian prior controlled by a different 
parameter from the set : 1,...,k k .

ion. Specifically, it

m  However, this 
does not entirely reflect our requirements for simultaneous 
group and feature select  does not allow 
features belonging to the same group to have different prior 
variances, which is essential for the framework to perform 
feature selection within the group. In order to achieve this, a 
flexible prior structure with a larger number of hyper-
parameters is considered. Let 1 j and 2k  be two hyper-
parameters that determine the inverse variance of a normal 
prior over parameter jw , which belongs to the kth group, as 

1

1 2~ | 0,j j jNw w . Here, a separate hyper-k

parameter, 1 j , is assigned to each feature while 2k  is 
r all features belonging to the 

kth group. Therefore, 1
d  and 2

m . This structure 
suitably reflects the belief that the selection of a feature, 

corresponding paramet ependent on the relevance of 
the feature to the prediction task (as estimated by 1

constrained to be the same fo

which is equivalent to having a non-zero value for the 

er, is d
j ) and 

the relevance of the sensor to which the feature belongs (as 
estimated by 2k ). This is because the actual variance of the 

prior is given by 
1

1 2j k  and as either 1 j  or 2k

tends to infinity this variance tends to zero and the 
parameter weight is fixed at zero. An infinite value for 

1 j ( 2k ) indicates tha onding feature nsor  
irrelevant. Moreover, when 2k

t the corresp (se ) is
 tends to zero, indicating 

that the sensor is almost definitely relevant and selected, we 
s that the variance of the parameter prior tends to 

1
1

can ee
j , which results in a prior structure for pure feature 

selection as in the RVM [22]. Assuming suitable conjugate 
hyper-priors for 1 j  and 2k , the overall prior and hyper-

r structure is as shown below. prio
1

1 2
1

:  ( | ) | 0,
k

m

j j k
k j

m 2
1 2

1 22k

1 2j k exp j k j

k j s

w

Prior p N
s

w w

         (2) 

1 1

1 1

2 2

| ,

| ,

a a

a a

a

p a
2 2

1

1

1

)

exp

)

ex

b

a

b

a

1 1

1 1
1

2 2

2 2
2

2

| ,

,  0

            | ,

p
,  0

j j

j j
j

k k

k k
k

r Prior a b

b b

a b

b b

:  (

    (

 p

         

Hype

III. R ELECTOR (RGS) 

algorithm for regression is presented first. The 
odifications required to be de to apply

ROUP S

a  the algorithm
i

    (3) 

ng that 

ELEVANT G

The

lassi
m
for c
ob

m
fication will be pointed out later. Assum

servations are generated by the model and corrupted by 
independent identically distributed Gaussian noise with 
variance 1 , the conditional distribution of the target 
variables, 1,..., nt t t , given the input, is 

1

1

| , , ) | ( ),
n

T
i i

i
N(P t X w t w x   (4) 

A conjuga or is also assumed te hy ri for thper-p e inverse
noise variance. 

( )

) and

|P c

per-pri

,

ll

d     

 hy or (3) the comp
is obtained. A

  (5) 
Combining the likelihood function (4) and (5) with the 

weight prior (2 lete model
specification the hyper-priors can be 
effectively made non-informative by choosing low values 
for the parameters of the gamma distribution (a1 = a2 = b =
c = d = 10-6). In an ideal Bayesian framework, we are 
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interested in predicting the distribution for a new input 
given the available data. 

1 2 1 2 1 2( | ) ( | , , , ) ( , , , | )new newP P P d d d dt t t w w t w

   (6) 
It is not possible to obtain an exact solution for 

1 2 1 2 , )
1 2( , , , | )

( )
P

P
( | , , , ) ( , ,P Pw t

t
t w w

analytically because of the intractability of com
normalizing integral to obtain . Hence a 

puting the 

decomposition of the posterior probability is made as shown 
below.

1 2 1 2 1 2( , , , | ) ( | , , , ) ( , , | )P P P

( )P t

w t w t t   (7) 
( |P 1 2, , , )w t  can be calculated easily because of the 

Gaussian nature of the prior and the likelihood.
1 2

1/ 2( 1) / 2

( | , , , )
1 T(2 ) exp
2

d

P w t

w w
  (8) 

where   
1T A        (9) 

   

with

T t     (10) 
T

1 2( ) ( ) ( )x x x

1 2( )
n  and 

diagA , i.e. , it is a diagonal matrix with the 
elements of the vector 1 2  along its diagonal. The term 

1 2  is used here to denote a vector where 2k  is added 
to each 1 j  for which k 1 2( , , | )Pj s . t  on the other 

 not as easy to evaluate and in the emp al Bayes 
procedure  is replaced el its mode, i.e., 
it is approximated by * * *

1 2( , , | )t . With this 
approximation, we hope that 

1 2 1 2( | ) ( | , , , )

( | , , , ) ( | ,

new newP P P d d d

P P

hand is
, it

iric
by a d ta function at 

1 2

1 2 1 2 1 2 1 2

1 2 1 2 1 2 1 2

1 2 1 2

( , , , | )

, , ) ( , , | )

( | , , , ) ( | , , , ) ( , , | )

( | , , , ) ( | , , , ) (

new

new

new

d

P d d d

P P d P d

P P d

d

d d

w t w

t t w

t w w t w t

t w w t w * * *
1 2 1 2, , | )d d d

t t t w

t w w

t

The inner integral, which marginalizes over  can still be 
computed analytically since it is the of two 

w
convolution

finGaussians. Therefore, the main goal now is to d the mode 
of 1 2( , , | )P t . This can be done using the expression 
below.

1 2 1 2( | , , ) ( ) ( ) ( )P P P P1 2( , , | )P tt    (11) 
where

1 2 1 2

1/ 2 1/ 2 1 1

( | , , ) ( | , ) ( | , )

1(2 ) exp
2

n T T T

P P P dt t w w w

I A t I A t

 (12) 

In order to find the mode of 1 2( , , | )P t we maximize the 
log of this quantity which is given by,

1 1 1 2 2

2 2

+ log log
n m

j j ka b a

1 2

11 1

2
1 1

log ( , , | )
1 1log

log

Constant

T T T

k
j k

L P

b c d

t

I A t I A t

(13)
The above quantity can be rewritten in terms of 1 2, ,
and  as

1 1 1+ log  
n

T
j ja bA

21
1 2

1

2 2 2
1

1( , , , ) log
2

log log Constant

T

j

m

k k
k

L

a b c d

I A t

  (14) 
Setting the partial derivative of 1 2( , , , )L  with respect 
to each of 1 2( , , , )  to 

fash ethod 
for finding the m

zero and solving each set of 
ion gives the required m

1 2 , | )
equations in an iterative 

ode of ( ,P t . Once the mode is 
obtained, * * *

1 2( | , , , )P w t  can then be evaluated using 
(8), (9) and (  *  and *10) and let  be the covariance and 
mean weight matrices obtained using * * *

1 2, , . The 
predictions for new inputs a e as re then mad

* *

*

| ) | ,new

T 2

( | ,

| ( ),

new

new new

P P N d

N

t w w

t x
  (15) 

t t w

2 *
*

1 T
new newx x      (16) 

For classification, the conditional distribution of the targets 
is given by  

where

1
( )

1 1

( | ) 1 ( )
T

i i

n n
T

i i
i i

n

P e t w xt w t w x

1
i

i
z

  (17) 

1
1 zz e

 w is not conjugate 
longer possible to evaluate 

 and . Since the 

prior over to  likelihood function, it is 
no

( )T
i i iz t w x

this
1 2( | , , )P w t

oblem, Tipping [22]
ation based o

 distribution of weights.

analytically.
In order  makes use 

oxim n L
Me Thi

erically optimizing for 

to overcome this pr
of a local Gaussian appr

thod to the posterior
num

aplace’s
s is done 

by
1 2 1 2( | , , ) ( | ) ( | , )P P Pw t t w w  to find *  and then 

calculating *  as 

*

1 1*
1 2log ( | , , ) TPw w w t B A  (18) 
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where 1 2, ,..., ndiagB B B B  and 
* *T T

The predi on f
posterior m

( ) 1i iB x ( )ix .

cti or new data can be obtained by using the 
ean weights in (17). Therefore, in order to 

complete the algorithm, it is necessary to obtain the 
ions for the partial derivative of express 1 2( , , , )L with

respect to each of 1 2( , , , ) . It is generally m
of ( , ,L

ore 
convenient to obtain the partial derivative 1 2 , )
with respect to the log of the hyper-parameters 1 2( , , )
and setting this to zero is equivalent from the perspective of 
maximizing L. The partial derivatives are elow
without derivations, which have been skipped to conserve 
space.

 presented b

* *2
1 1 1

1 1
1 1 2log 2( ) 2 2

j j jj j j
j

j j k

L a b   (19)

* *2
2 22

2 2
2 1 2log 2( ) 2 2

k

k jj k jk
k

jk j k

L a b
s

  (20) 

c d*1 ( ) ( )
log 2

T TL n tracet t

   (21) 

2 ( ) 2TL t A       (2 ) 

Each of the above expressions can be set
solved for the corresponding variables except for (20), 
which has to be solved numerically (a one-dimensional 
binary search technique is used to locate t
implementation perspective, it is essential to solve (20) first 
as given in the algorithm below.
m

2

 to zero and 

he root). From an 

 The final algorithm which 
akes use of these solutions is given below. 

Algorithm 1. Relevant Group Selection 

1 2

2

: Set ,  values to 0.5. Set to maximum likelihood solution.

Set  for regression.

Solve (20) numerically using binary search and update 

j k

k

Initialization

repeat (until parameters converge)
 for    

1

     Update and using (9) and (10)
j

1

 1,2..., .
te  values to equal the positive root of quadratic expression (19) for 1, 2..., .

2
( ) ( ) 2

,  a

T

T

k m
j d

n trace c
dt t

end
return 2nd

Finally, although the entire explanation has been 
provided for the case of a single output, it is easy to 
consider multi-class classification by using a one-versus-all 
[26] approach and grouping all the parameters 
corresponding to features from a single sensor together.  

IV. EXPERIMENTAL RESULTS

 at 
various operating points. The list of variables monitored on 
the engine is gi ed to be 
in

Upda

The above algorithm is applied on a real world data set 
acquired from a set of 16 cylinder diesel engines used in 
mining applications. The data includes 30000 samples 
acquired from forty three temperature and pressure sensors 
connected to engine control units and sampled at 1 Hz

ven in Table 1. The engine is assum
 eight different states, the first one being healthy and 

classes two to eight denoting various kinds of faults such as 
high crankcase pressure, low oil pressure, high intake 
manifold temperature and so on. More details about the 
sensors and data acquisition procedure may be found in 
[27].  

TABLE 1 LIST OF VARIABLES MONITORED ON DIESEL
ENGINE

Variable Description Units 

Y Class Number. 1 – Healthy 2 to 8 – 
Faulty -

u1 Brake Horse Power Bhp
u2 ECM Temperature C (F) 
u3 % Acceleration Pedal %
u4 Instantaneous Engine Load %

u5
Oil Filter Diffe essure rential Pr kPa 

(psig)

u6
Post Filter Oil Pressure k  Pa

(psig)

u7
Pre Filter Oil Pressure kPa 

(psig)

u8
Oil Rifle Pressure kPa

(psig)

u9 10 – u LB/RB Boost Pressures kPa
(psig)

u11 14 – u All Banks IMT C (F) 

u15
Coolant Pressure kPa

(psig)
u16 reCoolant Temperatu C (F) 

u17
Rail Pressure kPa 

(psig)
u18 Battery Voltage V
u19 LBR Compressor Inlet Temperature C (F) 

u20 – u35 EGT for 16-Cylinders C (F) 
u36 Avg. Exhaust Temperature C (F) 
u37 Engine Oil Temperature C (F) 
u38 Engine Speed R  pm

u39
Timing Pressure kPa

(psig)
u40 Fuel Temperature C (F) 

u41 – u42 LB/RB Avg. Exhaust Temperatures C (F) 
u43 Crankcase Pressure in of H20

Y utpu , RB – Right
F – Front anifold Tempe

 Gas Temperature 

per is compared to two existing 
e t  The group 

– O t, u – Inputs, LB – Left B
 – Intake M

ank  Bank, 
r , , R – Rear, IMT ature

EGT – Exhaust

The formance of RGS 
m thods: he group lasso [16] and the RVM.
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las as b cent works and re
t

f

so h een used in many re quires the 
uning of a tradeoff parameter between a penalty term of the

orm 2
m

1 k

j
k j s

as

y the signal
the signal and the logarithm of the signal. This allows the 

a bootstrap 
sa

w  and the training error. The RVM is used

 a baseline measure as it only considers feature selection 
without grouping information. In addition to this the results 
from [28] based on using an information theoretic criterion 
are also presented for comparison purposes. 

Four features were extracted from each sensor signal 
namel  itself, the square of the signal, the cube of 

classification boundary to be slightly non-linear without 
imposing a significant computational burden for this large 
dataset. The data set was standardized so that each feature 
has zero mean and unit standard deviation and 

mple size of 167, with 180 data points being held out in 
each sample, was used to estimate the performance of the 
different algorithms (this is the procedure recommended 
and followed in [28] based on the data collection 
procedure),. The results are given in the table below. The 
RGS outperforms the Group Lasso both in terms of 
classification accuracy and the number of sensors selected. 
The difference in the prediction accuracy is not very high 
since very few features were extracted from each sensor and 
the total number of features is anyhow small compared to 
the large number of training data points available. The 
RVM has a slightly better prediction accuracy but at the 
cost of using a significantly larger number of sensors. 
Therefore considering the overall tradeoff between the cost 
of sensor installation and maintenance and the prediction 
accuracy, the results from RGS could be considered 
“optimal”.   
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P
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A
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u

Figure 2. Prediction accuracy versus number of sensors 
selected according to the ranking returned by RGS 

TA

OBTAINED USING 167 BOOTSTRAP SAMPLES)
RGS Group RVM 

ra
cy

 (%
)

BLE 2 GROUP SELECTION RESULTS FOR DIESEL ENGINE
FAULT DETECTION (THE TABLE PRESENTS RESULTS 

Lasso

Accurac Group Accurac Group Accurac Group
y (%) s y (%) s y (%) s

97.11 219 96.79 15 98.32 

In t  part of th rank-order
mi g of gh fea

ing to each  i.e.,  sort  sensor 

ng to

he next e analysis, the of sensors 
is deter
belong

ned usin the sum 
sensor,

the wei
by

ts of the 
ing the

tures 

accordi
1

( )
f

k

c
j

c j
ight

s
w here num

of

 correspond to the in
1). It is now possible to check the performance of the 

rithm itself makes it 

directly applied to oth lems such as sensor 
se

We k , w f is the ber

 outputs. From Table 2 it can be seen that the RGS has 
already narrowed down the number of sensors to 9. The 
ranking among these sensors, in decreasing order of 
importance, was found to be – 19, 2, 16, 11, 29, 40, 27, 18 
and 10 (these put number from Table 

diagnostic system using only the desired top sensors by 
running the RGS again on this restricted data set. The 
results obtained are plotted in Fig 2. A prediction accuracy 
of 89.66% was obtained with the top 4 sensors and a 
prediction accuracy of 96.68% was obtained with the top 8 
sensors. Comparing this to the best accuracy of 89.7% with 
8 sensors reported in  [28], it can be seen that performing 
simultaneous sensor selection and model development is 
indeed beneficial to improving the performance of the 
system. The simpler linear in parameter model chosen here 
should also be easier to implement and update for on-board 
diagnostics. The top 8 sensors selected in [28] are almost 
entirely different (except for sensor 19), which could also 
explain the significant difference in prediction accuracy 
with 9 sensors obtained by the RGS.   

V. DISCUSSION ON THE ISSUES RELATED TO CIML VIRTUAL
ORGANIZATION

Although the paper has so far focused on the application 
of the proposed algorithm to engine diagnostics, it is easy to 
see that the generic nature of the algo
applicable to a broad range of problems where grouping of 
parameters is of interest. For example, the algorithm can be 

er important prob
lection in wireless sensor networks, pathway selection in 

microarray data analysis (where groups of genes have 
predefined roles), multi-task compressive sensing, region 
(group of pixels) selection in imaging applications, 
bandwidth selection in spectroscopic applications and so on. 
An EVO would be an ideal place for experts from different 
application communities to come together and discuss the 
potential uses of  this tool to solve problems in their specific 
areas.
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In order to create such a tool, which is readily applicable 
to different domains, the software development aspects 
should be given significant consideration, especially for 
modules designed around the proposed algorithm, which 
have to be tailored to take into account the idiosyncrasies of 
in

ta-based and also exploit 

ommunication. The system should also 

gn. The Bayesian paradigm allows 

e data, trade-off between  using additional 

tion. While the proposed tool can 

fore accepting them as 

method for estimating the hyper-
arameters in a parameter-free, fully Bayesian framework 

for simultaneous sensor and e selection. The 
algorithm presented mplement than the 
V

e
and Engineering, vol. 126, no. 2, pp. 297-310, 2004. 

den, and J. M. Dulieu-Barton, “An Overview 

[3]

[4] 
ult detection and 

io

[7] and B. Jouvencel, "Sensor selection in a 

[8] rov,

[9] ,

dividual application domains. Specifically, it is important 
to address the following issues. 

Standardization of input data format. This should 
include input regarding grouping of parameters. 
Creation of a centralized database. It should be 
possible for different users of a specific domain to 
upload data to this da
knowledge gained from data already existing in the 
data-base.
Security and validation of input data. Only 
authorized users should be allowed access to the 
data-base and even then the submitted data has to 
be validated.  
Real time c
allow the direct uploading of data from units in the 
field and in turn provide updated models in real 
time. 
Interface desi
the extraction of a large amount of information 
such as the parameter estimates and uncertainty, 
prediction uncertainty, sufficiency of currently 
availabl
features/groups and model accuracy and so on. It is 
essential to display all the above information in a 
nice graphical format without overwhelming the 
non-epxert user. 
Algorithm implementation. For large scale systems, 
it might be necessary to consider efficient 
implementations on the server using parallel 
programming techniques.  
Knowledge valida
be used to extract significant correlations and 
relationships from the database, it is important to 
have the semantics of these relationships validated 
by experts in the field be
process knowledge. 

Discussion among the members of the EVO could 
provide significant inputs regarding the above issues as well 
as some new ones.  

VI. CONCLUSIONS

This work presents a simple algorithm based on the 
empirical Bayes 
p

featur
 here is simpler to i

ariational Bayesian algorithm presented in [24]. It is also 
applicable in various other fields like bio-informatics and 
spectroscopic analysis where grouping of inputs during data 
mining is useful. The experimental results presented in this 

paper show that the proposed framework effectively 
manages to achieve its goal of selecting a sparse number of 
feature groups while simultaneously learning a model that 
generalizes well. Moreover, additional information 
regarding the rank-order of the sensors can be attained by 
ranking the sensors according to the sum of the weights of 
the features belonging to each sensor. This information can 
then be used to further reduce the number of sensors while 
sacrificing performance accuracy only slightly. The 
reduction in the number of sensors and features will prove 
to be useful for remotely monitoring systems as it reduces 
the data transfer and on-line processing required to convey 
information about the health of the system. It will also help 
in the creation of compact databases and allow the timely 
updating of models using a small set of parameters. The 
performance of the algorithm with only 4 sensors selected 
this way is still comparable to the results reported in [28]. 
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Computational Intelligence Software for 
 Interval Type-2 Fuzzy Logic 

Oscar Castillo, Patricia Melin, Juan R. Castro 

  
Abstract— A software tool for interval type-2 fuzzy logic is 

presented in this paper. The software tool includes a graphical 
user interface for construction, edition and observation of the 
fuzzy systems. The Interval Type-2 Fuzzy Logic System Toolbox 
(IT2FLS), is an environment for interval type-2 fuzzy logic 
inference system development. Tools that cover the different 
phases of the fuzzy system design process, from the initial 
description phase, to the final implementation phase, are part of 
the Toolbox.  The Toolbox’s best qualities are the capacity to 
develop complex systems and the flexibility that enables the user 
to extend the availability of functions for working with the use of 
type-2 fuzzy operators, linguistic variables, interval type-2 
membership functions, defuzzification methods and the 
evaluation of Interval Type-2 Fuzzy Inference Systems.  
 

I. INTRODUCTION 
The fuzzy sets were presented by L.A. Zadeh in 1965 [1, 2] to 
process / manipulate data and information affected by 
unprobabilistic uncertainty / imprecision. These were designed 
to mathematically represent the vagueness and uncertainty of 
linguistic problems; thereby obtaining formal tools to work 
with intrinsic imprecision in different type of problems; it is 
considered a generalization of the classic set theory. 

Intelligent Systems based on fuzzy logic are fundamental 
tools for nonlinear complex system modeling. Fuzzy sets (of 
type-1) and fuzzy logic are the basis for fuzzy systems, where 
their objective has been to model how the brain manipulates 
inexact information. Type-2 fuzzy sets are used for modeling 
uncertainty and imprecision in a better way. These type-2 fuzzy 
sets were originally presented by Zadeh in 1975 and are 
essentially “fuzzy fuzzy” sets where the fuzzy degree of 
membership is a type-1 fuzzy set [4, 6].  The new concepts were 
introduced by Mendel and Liang [8, 10] allowing the 
characterization of a type-2 fuzzy set with a superior 
membership function and an inferior membership function; 
these two functions can be represented each one by a type-1 
fuzzy set membership function.  The interval between these two 
functions represents the footprint of uncertainty (FOU), which 
is used to characterize a type-2 fuzzy set. Recently, there has 
been a lot of applications of type-2 fuzzy systems and for this 
reason we considered the need of building a software tool that 

 
 Oscar Castillo is with the Division of Graduate Studies and Research in 
Tijuana Institute of Technology, Mexico (corresponding author phone: 
52664-623-6318; fax: 52664-623-6318; e-mail: ocastillo@tectijuana.mx). 

Patricia Melin is with the Division of Graduate Studies and Research in 
Tijuana Institute of Technology, Mexico (corresponding author phone: 
52664-623-6318; fax: 52664-623-6318; e-mail: pmelin@tectijuana.mx) 

could ease the development of type-2 fuzzy systems for 
real-world problems. 

II. INTERVAL TYPE-2 FUZZY SET THEORY 

A. Type-2 Fuzzy Sets Concept 
A type-2 fuzzy set [6,7] expresses the non-deterministic truth 
degree with imprecision and uncertainty for an element that 
belongs to a set.  A type-2 fuzzy set denoted by A~~ , is 
characterized by a membership function ),(~~ uxAµ , where 

x∈X  (universe), u ∈ ⊆ [0,1] and u
xJ 1),(0 ~~ ≤≤ uxAµ  

defined by either of the equivalent expressions in equation (1). 
{ }XxxxA A ∈= |))(,(~~

~~µ  

A~~ { }]1,0[,|)),(,,( ~~ ⊆∈∀∈∀= u
xA JuXxuxux µ   (1) 

An example of a type-2 membership function constructed 
with the IT2FLS toolbox is composed by a Pi primary and a 
Gbell secondary type-1 membership functions, these are 
depicted in Figure 1.  

 

 
 

Fig. 1. FOU for Type-2 Membership Functions. 
 

If A~~  is continuous it is denoted in equation (2). 
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⎬
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⎢
⎢
⎣

⎡
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∈ ⊆∈Xx Ju
x xuufA

u
x

//)(~~
]1,0[

          (2) 

where ∫∫ denotes the union of x and u. If A~~  is discrete then 

it is denoted by equation (3). 
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where denotes the union of  x and u. ∑∑
If ]1,0[],[,1)( ⊆∈∀= u

x
u
xx JJuuf , the type-2 

membership function ),(~~ uxAµ is expressed by one type-1 

inferior membership function, )(xJ A
u
x µ≡ and one type-1 

superior, )(xJ A
u
x µ≡  (Fig. 2),  then it is called an interval 

type-2 fuzzy set [8] denoted by equations (4) and (5). 

⎩
⎨
⎧

⊆∈∀

∈∀
=

]1,0[)](),([
,|)1,,(~~

xxu
Xxux

A
AA µµ

    (4) 

or 

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
=

∫ ∫

∫ ∫

∈ ⊆∈

∈ ⊆∈

Xx xxu

Xx JJu

xu

xuA

AA

u
x

u
x

//1

//1~~

]1,0[)](),([

]1,0[],[

µµ

         (5) 

If A~~  is a type-2 fuzzy Singleton, the membership function is 
defined by equation (6). 
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xxsi
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xAµ             (6) 

 
 

 
Fig. 2. FOU for Gbell Primary Interval Type-2 Membership 

Functions. 

B. Fuzzy Set Operations 

We can apply operators to the fuzzy sets, or we can make some 
operations between them [4, 10, 11].  When we apply an 
operator to one fuzzy set we obtain another fuzzy set; by the 
same manner when we combine an operation with two or more 
sets we obtain another fuzzy set.  If we have two type-2 fuzzy 
sets identified by the letters A~~  and B~~ , associated to a 

linguistic variable, we can define three basic operations: 
negation or complement, union and intersection (TABLE I). 

 
TABLE I 

Interval Type-2 Fuzzy Set Operations. 
Name Operator Operation 

Union ∫ = join A~~ ∫ B~~ ={ ∫∫
∈Xx

A x)(~~µ )(~~ xBµ } 

=
⎪⎭
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⎪⎩

⎪
⎨
⎧

⎥
⎥
⎦

⎤

⎢
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⎡
∫ ∫
∈ ∨∨∈Xx xxxx

x
BABA

//1
)]()(),()([ ~~~~ µµµµα

α  

Intersectio
n 

⌠ = meet A~~ ⌠ B~~ ={ ⌠∫
∈Xx

A x)(~~µ )(~~ xBµ } 
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C. Fuzzy Inference System 
The human knowledge is expressed in fuzzy rules with the 

following form: 
IF <fuzzy proposition> THEN <fuzzy proposition> 

 The fuzzy propositions are divided in two types, the first one 
is called atomic: for example x is A, where x is a linguistic 
variable and A is a linguistic value; the second one is called 
compounded: for example x is A AND y is B OR z is NOT C,  
this is a compounded atomic fuzzy proposition with the 
“AND”, “OR” and “NOT” connectors, representing fuzzy 
intersection, union and complement respectively. The 
compounded fuzzy propositions are fuzzy relationships. The 
membership function of the rule IF-THEN is a fuzzy relation 
determined by a fuzzy implication operator.  The fuzzy rules 
combine one or more fuzzy sets of entry, called antecedent, and 
are associated with one output fuzzy set, called consequents. 
The Fuzzy Sets of the antecedent are associated by fuzzy 
operators AND, OR, NOT and linguistic modifiers.  The fuzzy 
rules permit expressing the available knowledge about the 
relationship between antecedent and consequents. To express 
this knowledge completely we normally have several rules, 
grouped to form what it is known a rule base, that is, a set of 
rules that express the known relationships between antecedent 
and consequents.  The fuzzy rules are basically IF 
<Antecedent> THEN <Consequent> and expresses a fuzzy 
relationship or proposition. 

In fuzzy logic the reasoning is imprecise or approximated, 
which means that we can infer from one rule a conclusion even 
if the antecedent doesn’t comply completely. We can count on 
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two basic inference methods between rules and inference laws, 
Generalized Modus Ponens (GMP) [5, 6, 8, 13] and 
Generalized Modus Tollens (GMT), that represent the 
generalizations of classic reasoning. The GMP inference 
method is known as direct reasoning and is summarized as: 

Rule            IF x is A THEN y is B 
Fact           x is A’ 

 _______________________________________ 
 Conclusion             y es B’ 
where A, A’, B and B’ are fuzzy sets of any kind. This 
relationship is expressed as )('' BAAB →= o . Figure 3 
shows an example of Interval Type-2 direct reasoning with 
Interval Type-2 Fuzzy Inputs. 

An Inference Fuzzy System is a rule base system that uses 
fuzzy logic, instead of Boolean logic utilized in data analysis 
[4, 10, 20]. Its basic structure includes 4 components (Fig. 4): 

• Fuzzifier. Translates inputs (real values) to fuzzy 
values. 

• Inference System. Applies a fuzzy reasoning 
mechanism to obtain a fuzzy output. 

• Type Defuzzifier/Reducer. The defuzzifier translates 
one output to precise values; the type reducer 
transforms a Type-2 Fuzzy Set into a Type-1 Fuzzy 
Set. 

• Knowledge Base. Contains a set of fuzzy rules, and a 
membership functions set known as the database. 

 

 
 

Fig. 3. Interval Type-2 Fuzzy Reasoning. 
 
The decision process is a task that identifies parameters by the 
inference system using the rules of the rule base data.  These 
fuzzy rules define the connection between the input and output 
fuzzy variables.  A fuzzy rule has the form:  IF <Antecedent> 
THEN <Consequent>, where antecedent is a compound fuzzy 
logic expression of one or more simple fuzzy expressions 
connected with fuzzy operators; and the consequent is an 
expression that assigns fuzzy values to output variables.  

 
Fig. 4. Structure of the Type-2 Fuzzy Inference System. 

 

III. INTERVAL TYPE-2 FUZZY SYSTEM DESIGN 
The Mamdani and Takagi-Sugeno-Kang (TSK) Interval 
Type-2 Fuzzy Inference Models [10] and the design of Interval 
Type-2 membership functions and operators are implemented 
in the IT2FLS Toolbox (Interval Type-2 Fuzzy Logic Systems) 
reused from the Matlab® commercial Fuzzy Logic Toolbox. 

The IT2FLS Toolbox includes a series of folders called 
dit2mf, it2fis, it2mf and it2op (Fig. 5). This folders contain the 
functions to create Mamdani and TSK Interval Type-2 Fuzzy 
Inference Systems (newfistype2.m), functions to add 
input-output variables and their ranges (addvartype2.m), it has 
functions to add 22 types of Interval Type-2 Membership 
functions for input-outputs (addmftype2.m), functions to add 
the rule matrix (addruletype2.m), it can evaluate the Interval 
Type-2 Fuzzy Inference Systems (evalifistype2.m), evaluate 
Interval Type-2 Membership functions (evalimftype2.m), it can 
generate the initial parameters of the Interval Type-2 
Membership functions (igenparamtype2.m), it can plot the 
Interval Type-2 Membership functions with the input-output 
variables (plotimftype2.m), it can generate the solution surface 
of the Fuzzy Inference System (gensurftype2.m), it plots the 
Interval type-2 membership functions (plot2dtype2.m, 
plot2dctype2.m), a folder to evaluate the derivatives of the 
Interval type-2 Membership Functions (dit2mf) and a folder 
with different and generalized Type-2 Fuzzy operators (it2op, 
t2op). 

 
 

Fig. 5. Toolbox Folder. 
 

The Interval Type-2 Fuzzy Inference Systems (IT2FIS) 
structure is the MATLAB object that contains all the interval 
type-2 fuzzy inference system information. This structure is 
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stored inside each GUI tool. Access functions such as 
getifistype2 and setifistype2 make it easy to examine this 
structure. All the information for a given fuzzy inference 
system is contained in the IT2FIS structure, including variable 
names, membership function definitions, and so on. This 
structure can itself be thought of as a hierarchy of structures, as 
shown in the following diagram (Fig. 6). 
 

 
Fig. 6. Hierarchy of IT2FIS structures diagram. 

 
 The implementation of the IT2FLS GUI is analogous to the 
GUI used for Type-1 FLS in the Matlab® Fuzzy Logic 
Toolbox, thus permitting the experienced user to adapt easily to 
the use of IT2FLS GUI. Figures 7 and 8 show the main view of 
the Interval Type-2 Fuzzy Systems Structure Editor called 
IT2FIS (Interval Type-2 Fuzzy Inference Systems). 
 

 
 

Fig. 7. IT2FIS Editor. 

 
 

Fig. 8.  Interval Type-2 MF’s Editor. 

IV. SIMULATION RESULTS WITH THE INTERVAL 
TYPE-2 TOOLBOX 

We present a shower simulation and a truck backer-upper 
simulation with interval type-2 fuzzy logic systems using the 
IT2FLS Toolbox. These examples are well described in the 
standard Toolbox of  type-1 fuzzy logic. 

A. Shower Control Simulation. 
The application of the interval type-2 fuzzy control scheme to 
the shower gives good control results, which can be appreciated 
in Figure 9. 

B. Truck backer-upper control simulation. 
The application of the interval type-2 fuzzy control scheme to 
the truck backer-upper problem gives good control results and 
in Figures 10 and 11 we show the control results of the car 
trajectories for different initial conditions. 
 

 
 

Fig. 9. Temperature interval type-2 fuzzy control. 
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Fig. 10. Trajectory 1 Interval type-2 fuzzy control. 
 

 
 

Fig. 11. Trajectory 2 interval type-2 fuzzy control. 
 

V. CONCLUSIONS 
 

The results in the interval type-2 fuzzy control case studies of 
the shower and the truck backer-upper have similar results to 
the type-1 fuzzy control with moderate uncertain footprints. To 
better characterize the interval type-2 fuzzy models we need to 
generate more case studies with better knowledge bases for the 
proposed problems, therefore classify the interval type-2 fuzzy 
model application strengths. 
 The design and implementation done in the IT2FLS Toolbox 
is potentially important for research in the interval type-2 fuzzy 
logic area, thus solving complex problems on the different 
applied areas. 

Our future work is to improve the IT2FLS Toolbox with a 
better graphics user interface (GUI), to have compiled code, 
and integrate a learning technique Toolbox to optimize the 
knowledge base parameters of the interval type-2 fuzzy 

inference system, and design interval type-2 fuzzy neural 
network hybrid models. 
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Series Prediction using Modular Neural Networks  
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Abstract -In this paper we present a software tool to 
experiment with new neural multi-net structures, incuding 
the ensemble and modular approaches. This tool allow us to 
draw models, set parameters, save as project and generate 
files with results, always in a user friendly graphic 
enviroment. Another feature of the tool is the 
implementation of the Sugeno Integral formulas. this 
program was developed to allow the combination of any 
number of elements in the neural networks. 

 
I. INTRODUCTION 

Neural computing has moved beyond simple demostrations 
to more significant applications. There is a growing 
realization that such applications can be facilitated by the 
development of multi-net systems. 

Multi-net systems can result in the solution to tasks 
which either cannot be solved  by a single net, or which can 
be more effectively solved by a system of modular net 
components. Similary, better performance can be achieved 
when ANNs, as predictors, are redundantly combined.[1].  

To the moment, there are tools to create, train and test 
monolitic neural networks, but these tools do not allow us to 
create multi-net systems, for example, the “Neural Network 
Toolbox”  included in Matlab does not allow the design of 
modular or ensemble neural networks [2]. For this reason, 
we decided to develop a tool for design and application of 
modular and ensemble neural networks models. 

II. MULTI-NET SYSTEMS AND COMBINATION METHODS 

It is important to make a distinction between the ensemble 
and modular combinations. The term “ensemble” is the one 
commonly used for combining a set of redundant nets, 
although the term “committee” or “committee machine” has 
also been used for the same purpose [3]. By contrast, under 
a modular approach, the task or problem is descomposed 
into a number of subtasks, and the complete task solution 
requires the contribution of all the several modules. Both 
ensemble and modular combinations can exist at either a 
task or a sub-task level, as shown in Fig. 1. 
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. 1) Task Level 

 
a) Ensemble Combination b) Modular Combination 

 
2) Sub-Task Level 

c) Ensemble Combination d) Modular Combination 

 
Fig. 1 Ensemble and modular multi-net systems, at task and sub-task 

levels. 

A. Methods for Combining Nets in Ensembles. 

Once a set of nets has been created, an effective way of 
combining their several outputs must be found. Some 
common methods in the current neural networks literature 
are:  
 
1) Averaging and weighted averaging. 
2) Non-linear combinations methods. 
3) Supra Bayesian. 
4) Stacked generalization. 
 
B. Methods for Combininig Modular Components 
 
It is possible to identify four diferent modes of combining 
component nets. A distinctions is made here between 
cooperative combination (fig. 2) and competitive 
combination (fig. 3). The main difference is that in 
cooperative combination it is assumed that all  the elements 
to be combined will make some contribution to the decision, 
even this contribution  may be weighted in some way; 
whereas in competitive combination, it is assumed that for 
each input the most apropiate element will be selected. 

In sequential combination (fig. 4), the processing is 
successive; the computation of one module depending on 
the output of a preceding module. In a supervisory 
relationship (fig. 5), one module is used to supervise the 
performance of another module. [4] 
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Fig.  2 Cooperative 

 
Fig. 3 Competitive 

  

  
Fig. 4 Sequential Fig. 5 Supervisory 

III. FUZZY SUGENO INTEGRAL 

The Fuzzy Integral is an operator introduced in 1974 by 
Sugeno [5]. This operator is used to solve problems of 
multicriteria decision making, where the information that is 
combined is based in fuzzy measures determined by an 
expert. The goal is the simulation of the human process for 
the integration of different source of information.[6]. 

Fuzzy measures are functions applied to fuzzy sets and 
they consist of different coefficients call fuzzy densities. 
Each fuzzy density rates the relevance of the different sets 
and their combinations, in order to satisfy certain 
hypothesis. 

There are two types of Fuzzy Integral: Choquet Fuzzy 
Integral (1)  and Sugeno Fuzzy Integral (2).[7] 
 

 
          (1) 

          (2) 

 
Where σi= σ(xi) and  0 ≤ σ1 ≤…≤ σn ≤ 1 

A. Fuzzy measures 

A fuzzy measure µ, with respect to the data set X, it 
must satisfy the following conditions  [8][9]. 

 
1) µ(X)=1, µ(Ø)=0 
2) If S⊆T, then µ(S)≤ µ(T) 

 
Where S y T are subsets of X.  
One fuzzy measure is a Sugeno Measure or λ-fuzzy, if it 
satisfies the following condition of addition for some λ >-1. 
µ(S∪T)= µ(S)+µ(T)+ λµ(S)µ(T)                                (3) 
 
λ can be calculated of the following way: 
 

 

(4) 

 
(5) 

One form of calculate Sugeno measures, it is carrying 
out the calculation of recursive way  [10][11] using (6),(7). 

 
µ(A1)=µ(x1)                                                               (6) 
µ(Ai)=µ(xi)+µ(Ai-1)+λµ(xi)µ(Ai-1)                             (7) 
 

Where 1<i≤n, and the values to µ(xi)  corresponds to 
the fuzzy densities determined by an expert. 
.                                                                                                                      
B. Example for calculation of Sugeno Measures. 
 
Consider the set X={x1,x2,…xn}, the fuzzy density values 
are given as follows: 
µ(x1)=0.3, µ(x2)=0.4, µ(x3)=0.1 
The value of  λ  can be calculated by  (5), solving the 
following equation, using some numeric method to found 
the root of f(λ )( [12]: 
 
1+λ=(1+0.3λ)(1+0.4λ)+(1+0.1λ) 
 
The solutions are λ= -16.8 y λ=0.9906,  if λ>-1, then 
λ=0.9906 
The Sugeno measures (3) can be constructed as follows: 
 
µ(x1)=0.3,  µ(x2)=0.4,  µ(x3)=0.1 
µ(x1,x2)=µ(x1)+µ(x2)+λ(µ(x1)µ(x2))=0.8189 
µ(x1,x3)=µ(x1)+µ(x3)+λ(µ(x1)µ(x3))=0.4297 
µ(x2,x3)=µ(x2)+µ(x3)+λ(µ(x2)µ(x3))=0.5396 
µ(x1,x2,x3)=1 
 
or using (6) y (7) 
 
µ(A1)=0.3                                                          
µ(A2)=0.4+0.3+(0.9906)(0.4)(0.3)= 0.8189 
µ(A3)=0.1+0.8189+(0.9906)(0.1)(0.8189)= 1                                               

C. Example for the calculation of Sugeno Integral 

The values of the data set σ(xi), that correspond to the data 
to clasify, must be ordered ascending.  

Another condition for the values of the data set σ(xi), it 
is that they must belong to the rank of values [0,1]. 
σ(x1)=0.9,  σ(x2)=0.6,   σ(x3)=0.3 
by (1): 
h(0.9,0.6,0.3)=max(min(0.9,0.3),min(0.6,0.8189),min(0.3,1)
) 
h(0.9,0.6,0.3)=max(0.3,0.6,0.3)=0.6 
 

IV. OPERATION AND TESTING OF THE SYSTEM 
 

Next, a brief demonstration of the operation of the hmr 
system will be given, beginning by describing the types of 
objects available to draw a multi-net system model. 
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Tool Name Description 

 
Ensemble 
 

Solution to Combination of Member 
Nodes. 

 
Member. 
 

Neural Net and Member Node of an 
Ensemble. 

 
Fusion 
Member. 

Ensembre Member  and Solution to 
Combination of Modules.  

 
Fusion. Solution to Combination of Modules. 

 
Module. Neural Net and Module. 

 
Commite 
Module. 

Module and Solution to Combination of 
Member Nodes. 

 
Fusion 
Mudule 

Module and Solution to Combination of 
Modules . 

 
Input 
Data. 

Input data for a  Neural Net. 

 
Target 
Data. 

Target data for a Neural Net. 

 
Union. Union between nodes. 

A. Example: A project for time series prediction. 

This model (Fig. 6) has only one solution node. It is an 
Ensemble with 4 Neural Net members. The problem is to 
predict the prices of tomato in Mexico. 
 

 
 

Fig.6  Model: Tomates1 

 

B. Preparing the project to work.  

Once the model was drawn, it is time to assign 
parameters and data, the optimal order of the procedure is 
described next: 
Assign data to nodes: Input and Target. 
Assign parameters and train the Neural Networks nodes. 
Assign parameters and test the solution nodes. 
With these steps the project will be prepared to work in the 
system. 
 
C. Assigning data to nodes: Input and Target. 
 
Select the node with a double click. In the window shown in 
Fig. 7 select the text file where the data set is stored. 

 

 
Fig.7 Dialalog box to Assign Data Sets. 

 
D. Creating data files from manual input or functions. 
 
In the window shown in fig. 8, it is possible to create data 
files from vectors, functions, image files, text files and 
Excel worksheets. 

 

Fig. 8 Dialog box to create data files 
 

E. Creating image data sets. 

Create image data sets means to create a set of data files 
from image files stored  of the folowing form. 

F. The file layout 

The system takes like standard the file layout of the 
database: ORL [14], (fig. 9). 
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Fig.9  Selection of image files to create an image data set 

G. Example 

One image data set for the subjects s1, s2, s3,s4 and s5 
will be created with three samples, with images divided in 3 
parts and horizontal direction, the results are in the figures: 
10, 11 and 12. 
 

 
Fig. 10: Juego_pruebaDiv_1.dat 

 

 
Fig. 11 Juego_pruebaDiv_2.dat 

 

 
Fig. 12 Juego_pruebaDiv_3.dat 

 
H. Structure, Training and Simulation of monolitic neural 
nets. 
 

To create the multi-net model, first we must test each 
monolitic net. In order to do this, is necessary to give 
parameters, train and test the learning level obtained. 
(fig. 13) 

 
 

Fig. 13 Dialog box for configuration, train and test each neural net. 

I. Defining the net structure. 

The system has three forms to load the structure of the 
neural network: 
 
Leer Red Asociada al Nodo: Load a .mat file, that contains 
the structure of a neural net asociated to de selected net 
node. 
Guardar Nueva Estructura: Take the values especified by 
the user for the selected net node, and stored it in a .mat file. 
Importar Red de Archivo: Load a .mat file, that contains the 
structure of a neural net, even that is not associated to the 
selected net node. 
 
J. Procedures for discreet data and images 
 
The hmr system when creating the model, accepts any node 
combination, but the training, simulation and final solution 
are specifically developed to solve two classic problems: 
 
Prediction of discrete data: Tests with ensemble 
combination. In this problem the train and  simulation only 
calls the functions of the neural net tool box. 
 
Image recognition: Tests with modular combination. In this 
problem the train and simulation procedures are based in the 
matlab demo “appr1.mat” [2], for the recongnition of the 
alphabet with noise. 
 

K. Ensemble Combination 

The window shown in the Fig. 14 allows us to test a 
combination of nodes in ensembles. In order to do this, all 
the nodes to be combined must be trained and tested before. 
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Fig. 14 Dialog box to combine nodes in ensembles. 

 
Gráficas para modelado: Presents the result of simulation 
for each node using the trainig data (fig. 15, 16 and 17). 
 

 
Fig. 15 Nodes graphic. 

 
Fig. 4.16 Combinaction graphic. 

 
Fig. 17 Nodes/Combination graphic 

 
Gráficas de Proyección: Presents the result of simulation for 
each node using the proyection data set (fig. 18, 19 and 20). 
 

Figure 18 Nodes graphic 
 

Figure 19 Solution 
graphic 

 
Figura 20 Nodes/Solution graphic. 

L. Module Combination (Cooperative Method). 

The cooperative method focused to the combinations of 
modules for the recognition of images divided in several 
parts. In the model shown in fig. 21,  each net node was 
trained with one of 4 parts of 5 differents subjects, with 7 
samples.  
 

 
Fig. 21 Model “Fotos 4 partes” 

 
For example, the module “frente” was trained with 7 
samples of the superior part of the face of 5 differents 
subjects, as shown in fig. 22. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig
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. 22 Images assigned to the  input data node: “datos frente”. 



We chose the method of combination by Cooperation 
and ordered the nodes in the list, the results are in the 
figures 23, 24 and 25. 

 
Fig. 23 Results of search of the subjet number 1, in the cooperative module 

“Fusion 1-5”.
 

 
Fig. 24 Results of the simulation, each column corresponds to one module. 

 
Fig. 25 The value of the Sugeno Integral in each module. 
 
M. Competitive method 
 
In the same model, to obtain the final decision, all the 
cooperative modules are combined in a competitive module, 
that make the competence and show the image with the best 
values. 

N. Decision algorithms 

The decision algorithms that support the system are: 
Promedio(Average), Votación(Voting), Valor Máximo 
(Maximum value) and Integral de Sugeno (Sugeno Integral). 

 

 
Fig. 26  Data necessary to calculate the Sugeno Integral 

 

In both types of combination it is possible to choose the 
Sugeno Integral method and set parameters by the window 
shown in figures 26 and 27. 
 
Fuzzy density: One value for each combined node. This 
values must be in the rank [0,1], and represents the spected 
value for the optimal solution. 
Membership function: Function available in the “Matlab 
Fuzzy Logic Tool box”, and it is necesary to obtain fuzzy 
values for the solutions of de nodes to combine. 
 

 
Fig. 27 Window to configure the membership function. 

 
V. CONCLUSIONS 

 
This paper was centered in the different forms to combine 
the results of neural networks of the backpropagation type. 
These are useful in known applications like prediction and 
image recognition. The algorithm for the “Sugeno Integral” 

as developw
th

ed, which presents a greater variety of options 
anks to its input pa eters, which helps so that the 

bination is formed dvisable way for each 
l

limi

the s
 

[1] 

[2] 

ram
 of the most acom

app ication. All the calculations within the system are 
designed to obtain results for any number of nodes, the 

ts are imposed by the memory and capacity of the 
computer where it is executed, not for the structures within 

 ystem. 

REFERENCES
 

Amanda J.C. Sharkey, United Kingdom, 1999. “Combining 
Artificial Neural Nets” (Ensemble and Modular Multinet 
Systems),  Ed. Springer, pp. 2,3,4. 
The MathWorks, Inc. ©1994-2004. “Neural Network Toolbox 
4.0.4”,  (Product Description), 
http://www.mathworks.com/products/neuralnet/description1.h
tml, (may, 2004). 
Sharkey  A, United Kingdom, 2001. “On Combining 
Artificial Neural Nets”, 
http://dcs.shef.ac.uk/~amanda/

[3] 

Papers/comb.ps, (march, 2003). 
[4] Amanda J.C. Sharkey, 1999. “Combining Artificial Neural 

Nets (Ensemble and Modular Multinet Systems)”, Ed. 
Springer, pp. 15-27.  

[5] Didier Dubois, Jean-Luc Marichal, Henri Prado,Marc 
Roubens, R´egis Sabbadin, Francia, 2000. “The use of the 
discrete Sugeno integral in decision-making : a survey”, 
http://www.worldscinet.com/ijufks/09/0905/S0218488501001
058.html, (september, 2004). 
Erkan Duman, Turquía, 2003. “A New Fuzzy Integral Model [6] 
For Control Systems: Adaptive Fuzzy Integral”,  
http://www.ijci.org/product/tainn/E08012.pdf,  (september 
2004). 

 

Proceedings of the 2008 Workshop on Building Computational Intelligence and Machine Learning Virtual Organizations

19

http://www.worldscinet.com/ijufks/09/0905/S0218488501001058.html
http://www.worldscinet.com/ijufks/09/0905/S0218488501001058.html
http://www.ijci.org/product/tainn/E08012.pdf
http://watfor.uwaterloo.ca/tizhoosh/measure.htm
http://watfor.uwaterloo.ca/tizhoosh/measure.htm
http://www.elen.ktu.lt/~arunas/public/alincfddas.pdf


[7] soriales 
dustrial: Procesamiento Conjunto de 

[8] 
htm

Ruiz-del-Solar, A. Soria-Frisch, “Sistemas Multisen
de Inspección In
Imágenes de Color e Infrarrojas”, (september, 2004). 
H. R. Tizhoosh, Waterloo, Inglaterra, 1997. “Fuzzy Measure 
Theory”,  http://watfor.uwaterloo.ca/tizhoosh/measure. , 
(may, 2004). 

[9] Arunas Lipnickas, Lithuania, 2001. “Classifiers Fusion With 
Data Dependent Aggregation Schemes”,   
http://www.elen.ktu.lt/~arunas/public/alincfddas.pdf, 
(september, 2004), 

[10] A.Verikas, A. Lipnickas, K. Malmqvist,  Korea, 2000. “Fuzzy 
measures in neural networks fusion”,  
http://www.elen.ktu.lt/~arunas/public/aviconip2000.pdf, 
(september, 2004). 

[11] A.Lipnickas, Bielorrusia, 2001. “Classifiers Fusion with Data 
Dependent Aggregation Schemess”,  
http://www.elen.ktu.lt/~arunas/public/alincfddas.pdf, 
(september, 2004). 

[12] A. Nieves, México, 1998. “Métodos Numéricos Aplicados a 
la Ingeniería“,  Ed. CECSA,  p.p 34-57. 

[13] The MathWorks, Inc. ©1994-2004. “Fuzzy Logic Tool Box, 
For use with Matlab”  

[14] AT&T Laboratories, Cambridge,  2002, “The ORL Database 
of Faces”, http://www.uk.research.att.com/facedatabase.html, 
(may, 2004). 

 

Proceedings of the 2008 Workshop on Building Computational Intelligence and Machine Learning Virtual Organizations

20

http://www.elen.ktu.lt/~arunas/public/aviconip2000.pdf
http://www.elen.ktu.lt/~arunas/public/aviconip2000.pdf
http://www.elen.ktu.lt/~arunas/public/alincfddas.pdf
http://www.uk.research.att.com/facedatabase.html


  

  
Abstract— The paper describes the development of the Sensor 
Network Anomaly Detection System (SNADS). SNADS is 
designated to become a framework to support signal change 
detection in sensor networks (SN), the backbone application of a 
crucial importance for design of other SN applications as well as 
for improving SN performance and security in general. SNADS 
will provide a cross-platform management of core SN operation. 
Although SN is built as a synergy of a variety of modules, the 
system centerpiece is a collection of intelligent agents realizing 
different computational intelligence and machine learning 
techniques employed for change detection in signals coming from 
sensors. The agents may have various levels of intelligence from a 
simple comparison against the thresholds through the rules 
system to neural networks structures distributed over the sensor 
network nodes. The system is written in Java and could be 
implemented with the JVM technology. The system composition 
and component design are described. Implementation details are 
given. 

 
Index Terms—Sensor networks; Signal processing; Java 

programming 
 

I. INTRODUCTION 
his paper describes the software framework integrating 
computational intelligence and machine learning 
techniques for signal change detection in signal 

processing and other related applications. It will explain the 
development of the Sensor Network Anomaly Detection 
System (SNADS), which is designated to become a synergetic 
structure of various intelligent agents, making a change 
detection decision in signal processing applications. Although 
the current design focuses on sensor networks (SN) 
applications, many agents and the framework as a whole are 
anticipated to be useful in applications far beyond this 
technology, even for solving problem other than signal 
processing. An example of using one of its agents for 
detecting edges in images is given in [1]. The framework is 
build up as a cross-platform tool with autonomous parts, many 
of them working independently from each other. The design 
idea is to make the framework valuable to a great variety of 
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members of the computational intelligence and machine 
learning virtual community as well as scholars and 
professionals who want to employ or wish to investigate a 
feasibility of applying the intelligent methodologies in their 
projects. Depending on a particular project’s specification, 
users should be able to choose specific modules and embed 
them directly in their designs.  This will allow for a much 
faster project prototyping that will cause a significant cost and 
time reduction. It might also facilitate a feasibility study and a 
comparative analysis of various intelligent agents in different 
applications on the implementation level much closer to the 
final product than the one provided by widely used high level 
design packages such as Matlab. 

Sensor networks have been chosen as an initial designation 
field because it is an emerging technology with a multitude of 
important applications in various fields ranging from scientific 
surveillance to military and security. With the majority of SN 
employed currently for object and environment monitoring, 
signal change detection has an ultimate importance in sensor 
networks. Although a change detection in signals has been 
investigated for a considerable time, over the last decade there 
have been new important developments. The literature on 
change detection is rapidly growing mainly due to 
applications in engineering, financial mathematics and 
econometrics. The change detection techniques have 
developed into various models, which may be classified into 
likelihood ratio tests, nonparametric approaches, linear model 
approaches and intelligent techniques [2,3]. Csorgo and 
Horvath [4] provide a concise overview and rigorous 
mathematical treatment of methods for a change detection and 
use a number of datasets to illustrate the effectiveness of the 
various techniques. Applications of intelligent techniques for 
personal and technical systems monitoring based on SN 
applications were reported recently [5-7]. Results received by 
the first author [8-12] indicate that neural networks and fuzzy 
models are feasible for description of the kind of uncertainty 
we may anticipate in SN signals.  

SNADS provides support for a wide spectrum of 
intelligent change detection methods. While triggering 
alarms based on the limited data provided by the sensors can 
be accomplished using conventional constructs, the 
implementations could involve various methodologies and 
more complicated models, which in turn might require 
different resources. Depending on the information and 
resources availability, a variety of models and 
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methodologies could be used in a particular application. In 
one case, the alarms could be triggered according to the 
IF/THEN/ELSE rules.  For another monitoring application, 
the system can maintain a history of past values so that it 
can react according to how quickly measurement results 
change.  Finally, a machine learning technique could be 
used to derive the model dynamically in order to determine 
the outcome of the change detection. From the 
implementation point of view, the application execution will 
be distributed over the network with simple models used on 
lower levels and more complicated ones on the upper levels. 
Depending on the resource availability, however, models 
and utilities might be redistributed over the network in a 
given implementation. Simple methods like a comparison 
against the threshold could be embedded in lower MAC 
level protocols, while machine learning techniques will be 
built upon applications. 

The paper provides a detail information on SNADS 
design implementation. SNADS includes the following basic 
components:  

1) Message producing and routing system (MPR), 
2) Sensor configuration and management (SCM), 
3) Graphical user interface (GUI), 
4) Change or anomaly detection (ADS), 
5) Database and storage (DB) 

Section II provides the design functional specification 
with a brief description of each component. The basic 

implementation features including main data structures used 
to implement sensor querying  and processing their signals 
are given in section III. System configuration and 
compilation procedures are referred to in section IV with a 
conclusion drawn down in section V. 

II. SNADS COMPONENTS AND THEIR FUNCTIONALITY 

A. Design overview 
The SNADS system is designed as modular, extensible, 

robust, and scalable. By providing a generic sensor abstraction 
and sensor-definable configuration mechanisms, SNADS 
allows for simple, secure management of arbitrary sensor 
networks. By supporting network nodes with different 
hardware and software configurations, SNADS will be a 
versatile cross platform tool. Components will be added and 
removed from the system during runtime, and components can 
be upgraded to a newer version on the fly. The architecture is 
scalable allowing for components to be spread across multiple 
computing devices. SNADS is designed as an event based 
system that would allow it to function in a real time mode 
given enough resources. In this sense some architectural 
design decisions are similar to those taken in TinyOS design 
[13]. 

1) Modularity 
Modular design functionality is achieved via implementing 

a central messaging system, which allows components to work 

Fig. 1.   Graphical system design by component reconfiguration and connection 
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together as a number of black-box entries. This setup allows 
for simple runtime reconfiguration of the SNADS system and 
minimizes the damage a malfunctioning component can cause. 

2) Extensibility and upgrading 
The messaging system is also designed to be dynamic and 

highly extensible. Components can be added, removed, or 
replaced on the fly by the administrator. Updating to a new 
version of a component can be done without shutting down 
SNADS or the network. Self-upgrading and self-modifying 
option is planned but has not been implemented yet. 

3) Scalability 
A SNADS system implemented over a sensor network 

platform should be scalable to an arbitrary degree in relation 
to the number of agents included and modules working 
together within the limitations given by the hardware 
platforms in use. From a simple test network to a thousand 
node perimeter monitoring system, the SNADS architecture 
can handle it. Because of the message passing abstraction, 
various SNADS components could easily be located on 
separate machines, and the workload of a single component 
could be spread across multiple machines. 

B. Component design basics 
1) Message Producing and Routing 

The message routing subsystem supports communication 
between modules in the SNADS architecture  and by this way 
provides the functionality of the whole system in a real time 
mode. By registering with this system, a component will be 
able to send events to and receive events from other SNADS 
components. It will also support workload distribution over 
networked processors. 

2) Sensor Configuration and Management 
The sensor management subsystem generates and maintains 

a collection of JSensor objects, which provide the basic 
abstraction for sensors in the network. The sensor manifold 
object directly handles all incoming sensor notifications and 
prepares them for use by other components such as the ADS 
or GUI. This is the basic unit responsible for getting signals 
from the monitored objects and the environment and their 
possible preprocessing. 

3) Graphical User Interface 
The SNADS interface allows for simple central monitoring 

and management of the system itself as well as of the 
monitored object and the environment. It works in 
collaboration with other components and first of all, SCM. 
Sensors can be dropped from the network or individually 
configured. Sensor specific configuration dialogs integrate 
seamlessly into the rest of the GUI. Alerts from the ADS are 
reported the GUI, which notifies administrators of potential 
problems. Additionally, the GUI supports database, session, 
and ADS configuration.  

The GUI allows SnadsComponents to be “wired” together 
in a way which captures the manner in which data flows 
through the system intuitively. Components are dragged from 
their  component providers, on the right hand side (see fig. 1), 
into the working area on the left. There they may be dragged 
around and connections made by right clicking on a 
component and choosing, for example “Send Events To” on a 
Sensor Manifold and then clicking on a Data Display 
component to create an Event Source / Event Listener 
relationship between the two. These “wires” may only be 
connected in ways allowed by the system. A trick that is 
currently being implemented but not yet finished is creating an 

Fig. 2 Sensor measurement tabular display 
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“attraction” between the newly created, but not yet connected, 
end of one of these wires and a component to which it may be 
connected, and a repulsion away from any component that 
cannot be connected. The system would in this way provide a 
subtle cue to the user as to what connections would be wise. 
While the GUI elements in figure 1 are standard to the 
distributed SNADS management, figure 2 shows a simple 
tabular data display implemented by an external component. 
In this particular example the Data Display tab was sent from 
a component on a remote machine, and its content is 
determined entirely remotely. This was not simple to achieve 
in Java’s RMI scheme. It was not possible to render entire 
swing or remote objects because of the restrictions on the 
creation of dynamic proxy classes underlying the RMI system.  

If the GUI component is an instantiated remote object it 
cannot be marshaled across the network through the RMI 
system without being replaced by a proxy, but if it is not then 
the SNADS component behind it cannot communicate to it. 
The current solution was to send a reference to the GUI 
component class across the network, creating a new instance 
(with the class loading handled by RMI automatically) and 
then calling methods on both the SNADS component and the 
GUI component to pass the remote references to one another. 
There may be a way to force a remote object to be marshaled 
in the normal way. 

4) Change or Anomaly Detection 
At the heart of SNADS lies the ADS. While a default 

component will be supplied, arbitrary user-defined ADS 
implementations can easily be used instead of the default. 
Based on sample data, the ADS looks for changes in the 
coming data streams, marks such data, and sends notification 
to the messaging center. These changes might originate from 
the actual signal novelty as well as erroneous or maliciously 
altered incoming sensor readings, ADS is designed as a 
collection of different agents of various intelligence levels and 
complexity. Examples of the implemented procedures include 
a comparison against fixed thresholds, an If/Then rules 
system, and a multilayer perceptron (MLP) neural network. 

The Neural Network implementation used for this project 
utilizes an open source Java Object-Oriented Neural Engine 
(JOONE). JOONE appeared to be the best offering among the 
freely available neural network development tools for the Java 
language.  JOONE also provides a graphical framework for 
testing neural network architectures [14].  The classes 
provided by JOONE can be utilized to implement complex 
and highly scalable neural networks.  In the test cases a three 
layer MLP feed forward neural network has been 
implemented.  The MyNeuralNet class builds this neural 
network, trains it according to a provided training set, and 
serializes it to a file for use by SNADS.  MyNeuralNet 
implements a JOONE defined interface which enables an 
event triggered methodology that is helpful for displaying the 
status of the training phase.   

The MyNeuralNet constructor creates an instance of the 
JOONE NeuralNet class.  MyNeuralNet.Build defines the 
network’s makeup (e.g. number of inputs, number of outputs, 
number of layers, number of nodes per layer, type of transfer 
functions, etc.), reads a training set from an external file, 
trains the network according to this training set, outputs 
training progress to the console and serializes the network to 
another file.  The process needs be performed only once as it 
is this serialized neural network that is needed by the server 
program, although there is no harm in re-executing the 
program (and regenerating the serialized network) and in fact 
this is exactly what should be done if there is a need to change 
the behavior of the network.  Figure 3 presents the neural 
network training process. 

5) Database 
The database subsystem provides a simple interface for data 

logging and searching. Each session is stored separately in the 
database and the format for sensor readings can be different 
across sessions. Data cataloged by the SNADS database 
system is easily accessible for later analysis if so desired. 
Depending on the specific SNADS application, however, the 
database may not be used at all.  

Fig. 3. Neural network training display 
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Database access is currently provided via the 
SnadsDatabase class. This will probably become an interface 
in a future revision so that various underlying database 
architectures can be more easily supported. At the moment, a 
MySQL database is used as the backing repository. When the 
database object is created, a network location for the database 
is specified. To connect, a username and password must be 
supplied along with a desired session name. The session name 
will name a table in the database to hold all readings in the 
session. 

The MySQL database needs a pre-configuration in order to 
be used by SNADS. Eventually, this will be handled in the 
GUI database setup dialog. The program expects to use a 
database called “sensor”. Sensor must contain a (probably 
empty) table called “templateA” from which it instantiates the 
session tables. Once the entire GUI is in place, it should be 
relatively easy to create tables that support different kinds of 
sensor readings. The templates will be fully editable in the 
GUI. Furthermore, a table called metadata will be added to the 
database setup to correlate specific session tables with the 
template they used. 

III. SNADS IMPLEMENTATION FEATURES 

A. Current state and future development 
1) Java RMI implementation 

The SNADS distributed framework is implemented using 
Java built in RMI methods, in java.rmi package. Interfaces 
were extracted from the original SNADS classes and modified 
to fit Java’s RMI [15], which uses dynamic proxy classes in 
its own implementation, limiting it to the methods of 
interfaces, rather than both interface methods and class 
methods.  

SNADS class hierarchy (see fig. 4 for events classes 
hierarchy) has been designed to better fit the distributed 
system and to allow for more generalized object management. 
Every class that would be accessed over the network was 
made a subclass of SNADS component, allowing for 
generalized object management and user interaction, both 
through a standardized configuration method and through 
standardized methods for the retrieval of GUI objects. The 
basic SNADS component class also implements (via the 
Named interface) methods for the identification and retrieval 
of components. 

The ComponentProvider forms the basis for both the 
administrative console and the remote units. They are 
registered with Java’s RMIRegistry, allowing the client to find 
them automatically. The client retrieves a set of components 
made available by a given provider to present to the user. 
Some components are only available once, such as a specific 
SensorFactory on a specific remote system, while others, such 
as BasicSensorManifold, may be instantiated multiple times. 
The current MultiComponent implementation leaves 
something to be desired, as it must create an instance of the 
object in order to offer it to the user, despite the fact that it 
may never be selected by the user for inclusion in a sensor 
system. If the creation of the object were to involve threads on 
a remote server, database connections or a large memory 
utilization would waste resources. 

2) Partially Implemented Features 
The message processing system is still in an infantile state. 

All message routings are currently hard coded, which defeats 
many of the system goals. Unfortunately, this system was not 
implemented first, as it should have been, but instead it was 
added after a minimally functional system had been created. 
The next milestone for SNADS involves properly 
implementing the message system to support dynamic 
message routing and type addition. A couple of database 
features are also missing at present. Specifically, the ability to 
select a sensor reading format template is not present, but the 
underlying code is in place. The change detection by the ADS 
is not yet indicated in the GUI. However, it is properly stored 
in the database. Almost everything is in place for the GUI to 
handle these events, but a last minute rethink of the setup 
prevented inclusion in this release. 

3) Known Bugs 
For some yet to be determined reason, the SNADS system 

(or at least the GUI) appears to hang when around 30 sensors 
are added to the network. Obviously, this is unacceptable and 
will be fixed in the next milestone. 

4) The Next Step 
The next major milestone for SNADS will include full GUI 

support for configuration of all major subsystems, a couple of 
bug fixes, and finalization of the messaging system. Also 
slated is the dynamic creation/destruction of sensor factories 
and a number of extensions in the database interface. Once 
anomaly reporting is fully integrated into the GUI, the first 
public release will be offered as v1.0. 

B. The JSensor Abstraction 
In order to support diverse sensor platforms, SNADS has a 

generic sensor abstraction. JSensor is an abstract class 
definition which provides functionality to disseminate 
incoming data and sensor status events. The basic JSensor also 
provides support for unique per session identification. Classes 
derived from JSensor must also support queries for sensor 
name, type, and capabilities as well as provide a configuration 
mechanism. Optionally, such classes may support sensor 
shutdown and renaming operations. By default, attempts to 
issue these commands result in an exception. 

1) Session IDs 
A session ID is assigned to each JSensor object via its 

constructor. Each ID issued must be unique within the current 

• SnadsEvent 
o SensorEvent 

 DataEvent 
 StatusEvent 

• Connect 
• Disconnect 

o SystemEvent  
o SnadsShutdown  

 
Two different types of EventListeners are available, for receiving 
SensorEvents or SystemEvents; they follow the normal Java 
EventListener pattern. 

Fig. 4. Sensor event classes hierarchy 
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session in order to identify each sensor properly. Currently, 
sensor factories are charged with managing ID generation, 
however this may change in the future. 

2) Sensor Name and Type 
Each sensor has a name and type associated with it. There 

are no restrictions placed on these fields and they can be used 
by extending classes as they see fit. However, some standards 
may help. The type field should contain information about the 
actual kind of sensor, which the JSensor represents. For 
example, a type query for one of the simulated sensors used in 
testing would return a string like “TestSensor;vers=1.2;”. 
Names do not have to be unique, but should describe the 
purpose of the sensor. 

3) Sensor Capabilities 
Sensor capabilities specify the non-standard functionality, 

which a sensor supports. A capability is specified in 
Interface.method() format. The standard capabilities are 
JSensor.shutdown() and JSensor.setName(); these do not have 
to be supported. As an example of extending the basic 
functionality set, the test sensors added TestSensor.skew() and 
TestSensor.unskew(). While these methods were only called 
from within the TestSensor configuration dialog, a SNADS 
module could theoretically utilize these methods directly after 
querying for them dynamically. 

4) Sensor Configuration 
The JSensor class has an abstract method called configure, 

which must be supported by deriving classes. All the method 
has to do is allowing for configuration of a specific sensor. 
Theoretically, if the sensor has no configuration options, this 
could result in no operation. While not a requirement, 
standard configuration methods create a GUI interface for a 
dynamic configuration. Any other approach should be well 
documented. The configuration procedure may be more 
strictly defined in a future revision of the SNADS 
specification. 

C. Sensor Factories 
Because of the varied underlying technologies, there is no 

single way to instantiate a new JSensor derived class. As such, 
each type derived from JSensor should have a corresponding 
sensor factory class, which implements the JSensorFactory 
interface. Basically, the sensor factory just waits for new 
sensor connections, creates a JSensor derived object, and adds 
it to the sensor manifold. 

D.  Error Handling 
In the operation of the distributed network it is possible for 

entire nodes to become disconnected, leaving the proxies 
connected to Remote objects, talking to so much dead 
hardware. Originally the system was set to detect these events 
proactively and at the earliest possible time and propagate the 
appropriate LostComponent events through the messaging 
system. This required each component to listen for these 
events, and check the component identified as lost against all 
member variables of type SnadsComponent and members of 
any Collections, Arrays and the like used by the object. This 
system quickly grew to the size of the rest of the program, and 
added much complexity, as for example, in handling one lost 

component the system could come across another lost 
component, triggering another LostComponent message. 

The replacement scheme used instead is not centralized, and 
does not rely on the messaging system. Every method of a 
Remote interface must be declared to throw a 
RemoteException, which will occur when the method is called 
on a component located on an unreachable node. At that time 
only the component triggering the exception is expected to 
remove its own references to the lost component. In this way 
each object deals with its loss on its own schedule, as it needs 
to. The code for dealing with the loss of an object is located 
where the object is used, so the object catching the 
RemoteException does not have to search through a number 
of locations to find the references. If the author of a future 
component wished to locate all lost objects’ code in a single 
method, he could call that method whenever a 
RemoteException is caught. 

IV. SYSTEM CONFIGURATION AND COMPILATION 

A. Network Configuration Persistence 
The network structure created in the work area of the 

management GUI can be saved to disk and reloaded later. 
Using the named interface of the components and the 
providers, they came from, a fully qualified component name 
is constructed and saved. During loading the system looks for 
the same component provider (by name) and gets the same 
component (again by name) from it. In the event that the 
specific provider is not available the system will search all 
providers until it finds a matching component. 

Currently version information is a part of a component’s 
name. It would be better to store this separately so that the 
loading process could load a newer version of a component if 
it has been upgraded. If a component is not available at all, the 
load should either fail or load the network with placeholders 
for the missing pieces. This state is not currently handled. 

B. Component Upgrade 
To integrate a new version of a component into the system 

either a RemoteComponentProvider must be restarted or a 
new one started. Hitting “refresh” on the console will show 
the new information.  

C. Compilation 
The SNADS distributed framework was developed and 

compiled under Eclipse Version 2.1.3 built with the RMI 
Plug-in for Eclipse version 1.5.1.1 from 
http://www.genady.net/rmi/. This RMI plug-in is a 
commercial software, however its only purpose was to add the 
RMI Stub generation for certain classes to the Eclipse build 
process without any effort. It is possible to build the SNADS 
distributed framework using only Java’s command line 
tools.(See for details on Rmic 
 http://java.sun.com/j2se/1.3/docs/tooldocs/win32/rmic.html  ) 
Java RMI has the following known drawbacks. 

• Need for base class and interface, i.e. 
SNADSComponent and BasicSnadsComponent 

• Need for RMI compiler to create subclasses, which 
must be sent over the network and loaded via a class 
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loader at run time, even though RMI uses only 
interfaces. 

• Difficult to send a real object to another machine and 
then obtain a remote interface for it, as in a GUI. 

V. CONCLUSION 
SNADS is designed as a synergetic collection of 

heterogeneous computational intelligence and machine 
learning agents. Its dynamic structure allows for adding up 
new modules realizing new intelligent techniques previously 
unavailable and scaling it up to really big numbers of the 
modules and agents. It is realized in Java that allows for its 
application with novel Sun Worldspot sensor kits currently 
available on the market [16]. 

While still in its early stages, SNADS demonstrates a great 
deal of potential for the future developments and applications. 
By facilitating general sensor network security and 
management even across heterogeneous networks, such tasks 
will become more accessible. There is an obvious set of 
scenarios, in which SNADS would be of great use, especially 
for objects, processes and environment monitoring. By 
allowing a user to more quickly and easily create SN 
configurations, SNADS will be invaluable to scientists using 
sensor networks to monitor objects and the environment. 
Additionally, the ADS elements can help to identify results 
that need to be more closely scrutinized to ensure that the data 
set is not polluted by errors or attack. 

Besides the obvious applications in traditional sensor 
networks, SNADS has a high potential in other areas as well. 
For example, traditional computer intrusion detection systems 
could be augmented/replaced by a network of simulated 
sensors. Each sensor would sit on a separate processor and 
report statistics back to the SNADS processing center. 
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Abstract— The paper describes applications of a modified time-
based multilayer perceptron (MTBMLP), which is a complex 
structure composed from a few time-based multilayer 
perceptrons with a reduced connectivity. The modification 
reduces connections, isolates information for each function and 
produces knowledge about the system of functions as a whole. 
This neural network is applied for change detection in signals 
delivered by sensor networks and for edge detection in image 
processing. In both applications a MTBMLP is utilized for 
function predictions and, after a further structure development is 
implemented, for an error prediction also. In sensor network 
applications, a number of experiments with Crossbow sensor kits 
and the MTBMLP acting as a function predictor have been 
conducted and analyzed for detecting a significant change in 
signals of various shapes and nature. A series of experiments 
with Lena image have been conducted for edge detection 
applications. The results demonstrate that MTBMLP is more 
efficient and reliable than other methodologies in sensor network 
change detection and that its application in in edge detection is 
also feasible. 

 
Index Terms—Sensor networks; Signal processing; Image 

processing; Java programming 
 

I. INTRODUCTION 
any problems in signal processing applications, such as 
change or  anomaly detection in the objects monitored 
by sensor networks or edge detection in image 

processing may be addressed using neural network function 
predictors. Being a universal function approximator, neural 
networks have proved their feasibility in predicting a variety 
of signals in different applications ranging from predicting 
stock prices to weather forecast. Basic neural network 
topologies including multilayer perceptron (MLP) and radial 
basis functions (RBF) have been studied and are currently 
provided by design packages, of a general nature such as 
Matlab and Mathematica as well as specialized software tools. 
However, while achieving  a good performance in many 
instances, these basic topologies might consume significant 
resources that obstructs their use in real time and embedded 
system applications. In looking at the problem of predicting 
many functions at once, and specifically predicting many 
sinusoidal functions simultaneously, some limitations of the 

most common neural network function predictor, the time-
based Multilayer Perceptron, have come to light.  First, this 
predictor rarely learns to predict a sinusoidal curve in a 
reasonable amount of time.  Second, when predicting many 
signals with one network, this technology is hardly scalable, 
as a large number of weights requires a great deal of time to 
process and adjust them. 

In order to extend applicability of neural networks in real 
life applications and expand the market of intelligent 
methodologies users, the computational intelligence and 
machine learning community has to develop and examine 
novel neural network topologies and structures, which are able 
to provide a good functional performance under the strict 
limitations of consumed resources. The availability of novel 
algorithms and the corresponding libraries on-line may 
become a key factor for an appearance of a new wave of 
neural network based applications, in particular in such 
important areas as networking and image processing 
technologies. The paper presents and investigates in real time 
applications a novel neural network structure named modified 
time based multilayer perceptron (MTBMLP) described in 
section II. It is included as a novel intelligent agent into a 
software framework SNADS [1] currently being developed as 
a symbiotic tool integrating a variety of computational 
intelligence methodologies for sensor networks and other real 
time and pervasive computing applications. 

In this paper we study a set of modifications to the time-
based multilayer perceptron that address the aforementioned 
concerns.  The resulting predictor is able to reliably and 
accurately predict a wide variety of functions, including 
sinusoids, and is able to do so after a very short training 
period due to reduced connectivity. This paper examines 
predictor quality for sensor network and image processing 
applications. The later sections discuss two possible 
applications of this new predictor: sensor network novelty 
detection (Section III) and image edge map generation 
(Section V).  Some results obtained in each application are 
presented along with the performance comparison between the 
new predictor and its predecessor. 

Anomaly detection in this paper is understood as an 
identification of unforeseen change in general characteristics 
and parameters of the signal observed [2,3]. The case 
involving time series is one of the most interesting 
applications of the problem, attracting much attention [3-5], 
while being a very challenging research topic. A number of 
methodologies for outlier detection have been developed over 
the years. Almost all of them so far have the following 
weaknesses [6]: 
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1. difficulty in automated threshold determination, 
2. failure to specify a generic methodology that is applicable 

across applications without a priori knowledge of known data 
distributions, and 

3. failure to specify an effective incremental classifier 
retraining procedure. 

As well as anomaly detection, the system goal could be to 
detect violations of confidentiality, integrity and availability 
of sensor data in complex network systems by comparison of 
currently acquired results against an association model derived 
during execution. The detector operation should minimize 
probabilities of missing attacks and/or false alarms 
(recognizing a “normal” situation, which is due to the 
inaccuracy of measurement results and association 
information, as an attack). To solve this problem one has to 
take into account that no data, which originate from 
measurements, are absolutely precise. Normally measurement 
results fluctuate with some degree, which does not constitute 
any malicious action or malfunctioning. Also, the association 
model may not be accurate, or may include some vagueness 
and uncertainty. The degree of its uncertainty may vary 
depending on the methods applied for its derivation. 

The goal in edge map generation is to determine where 
object outlines exist in images, so that objects themselves may 
be distinguished from one another.  Edges can be detected 
from color changes, shadow and luminance effects, and the 
interpretation of other effects implying the separation between 
objects.  Some classical approaches to edge detection are 
discussed in [7].  These have been implemented to get the 
results shown below.  Some other interesting solutions that are 
not used for comparison in this paper, but do demonstrate 
other methods for applying neural network technologies to 
this domain are discussed in [8-10]. 

II. THE MODIFIED TIME-BASED MULTILAYER PERCEPTRON 

A. Multilayer Perceptron 
Multilayer Perceptrons (MLPs) are neural networks that 

have nodes arranged in multiple layers, with connections 
between neurons from one layer to the next. Data are 
propagated forward through the network to produce an output. 
An error is determined for the output and distributed 
backwards through the layers. The errors are used to adjust the 
connection weights between nodes. The backpropagation 
algorithm allows for reaching the minimal error over the 
course of the training process. Each time the weights are 
changed, the direction and magnitude of their change is 
determined so as to make a move towards the minimal error.  

B. Time-Based Multilayer Perceptron 
A time-based MLP is simply a backpropagation-trained 

MLP whose inputs are time-delayed values. Time-based 
MLPs are widely used as function predictors. 

C. Modified Time-Based Multilayer Perceptron 
The Modified Time-Based Multilayer Perceptron 

(MTBMLP) consists of multiple time-based MLPs (referred 
to in this paper as TimeNets) all connected to a single end 
MLP (the MainNet). Each TimeNet is associated with a single 
function. The MainNet is responsible for predicting the next 
value for all functions (see Fig. 1). 

D. Explanation of the Modification 
The purpose for altering the standard time-based MLP 

structure is threefold. The modification reduces connections, 
isolates knowledge for each function, and produces 
knowledge about the system of functions as a whole. 

First, the number of connections, as compared to a standard 
MLP structure with an equal number of nodes in the same 
layers, is reduced significantly. The benefit reaped from this is 
an increase in propagation speed over the network, as nodes 
have fewer inputs and fewer weights need to be trained. This 
increase in speed makes the network more practically 
applicable in a real-time setting. 

Second, by handling some of the time-series prediction in 
separate networks, before converging all the information in 
the network, some knowledge of a given function is stored in 
weights that do not connect to parts of the whole network not 
associated with the specific function. This separation of 
knowledge makes the system more robust, as when a single 
function changes, the composite knowledge in the end MLP 

Fig. 1. Distributed time-delay neural network architecture based on MLP. 
Inputs to the first layer are delayed samples of sensor signals X(t), Y(t), Z(t) 

Proceedings of the 2008 Workshop on Building Computational Intelligence and Machine Learning Virtual Organizations

29



  

can be altered to fit the change more quickly than in a 
standard topology because knowledge of the other functions is 
not significantly affected. 

Finally, converging the separate networks into a single MLP 
allows the network to keep the knowledge of the entire system 
of functions that a fully connected MLP would have. Thus, 
prediction is based in part upon the interaction of the various 
functions, as well as the previous values for each individual 
function. 

The selection of threshold value is an important 
consideration in a MLP architecture. According to Li et al. 
[11], the best threshold should ideally maximize a function 
based on the log of the actual output of the network and the 
threshold output. They show that using 0.5 as a threshold on a 
given output node is not a good way since test data may lie 
outside the input data space. 

III. CHANGE DETECTION EXPERIMENTS IN SENSOR NETWORKS 

A. Problem Description 
The change detection should be made based on comparison 

of imprecise data against uncertain models. It is clear that an 
attack detection problem, as well as a malfunctioning 
detection problem could be reformulated as the problem of 
distinguishing between a rather small discrepancy between the 
measurement results and the prediction model and a large 
difference between them. The solution could be found by 
drawing the border lines to separate an acceptable and 
unacceptable region. The border position will be influenced 
by the sensor metrological characteristics, which can be 
retrieved by standard methods of metrological analysis as well 
as by the characteristics of the association information, which 
are harder to obtain and analyze. 

B. Procedure Description 
In order to detect novelty, an MTBMLP is utilized for 

function prediction.  The MTBMLP is trained in real time to 

predict the next outputs for each sensor in the network.  A 
predefined threshold is used to determine if the difference 
between the prediction and the actual next value is acceptable 
based on the threshold comparison.  Finally, an error goal is 
set, specifying how low the MTBMLP’s mean squared error 
(MSE) must be in order for it to skip the training process on a 
specific iteration.  This last requirement speeds up processing 
by skipping the expensive backpropagation algorithm when 
the network’s prediction is below the error goal. At the same 
time, habituation is not lost because as soon as the MSE 
jumps, the network is required to train again. 

C. Detecting Novelty in Light Intensity Data 
Figure 2 shows a screenshot from the application developed 

to report sensor data and network prediction data during 
experimentation.  The experiments utilized Crossbow Inc. 
Mote kits (MICA type), including a light sensor, an ultrasound 
sensor, and a temperature sensor.  Most of the experiments 
conducted involved light intensity changes, as of the three 
aforementioned data types, light data are the most easily 
manipulated. 

The MTBMLP-based system is able to detect a light change 
from on to off and vice versa 100% of the time, as this 
problem is relatively simple.  Also, the system is able to adapt 
to gradual changes without detecting novelty, as shown in 
Figure 3.  Depending upon the application of the system, this 
may or may not be a problem. For instance, for a sensor 
detecting outdoor light levels, this quick adaptation would be 
beneficial in that the setting sun would not be considered 
novel. However, as in the case shown in Figure 3, adaptation 
can cause significant changes to be overlooked.  The slow 
change to temperature shown in the screenshot was caused by 
opening two doors, allowing an air current from outside 
(where it was below freezing) to blow through the room.  
Most likely, detection of this temperature change, which alerts 
the user that the doors are open, is desirable.

Fig. 3. The topmost curves show a gradual temperature change and the 
predictor adapting to that change. The experiment was conducted indoors 
with doors to the outside open, allowing an air current to come in.  The 
results shown above occurred once the doors were closed and the room 
heated up again. 

Fig. 2. Change detection screen shot. The area within the black box shows 
where the light value(1) has changed, due to the lights turning off.  The 
curve(2) that follows this change is the network’s prediction. The box at top 
center that says “Light Sensor Novelty” is a different color because the 
application changes the color here when change is detected. 
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D. Performance Versus a Standard MLP 
It is expected that an MTBMLP-based system will 

demonstrate a comparable performance with an MLP-based 
system, since the MTBMLP is designed to perform a 
prediction on multiple functions at once, with faster 
convergence (see Table 1).  In order to confirm this 
expectation, all of the sensor data used to generate the figures 
in this section and the next were stored and used to run an 
experiment with systems of each type.  The data feature light 
changes from on to off, from off to on, and flickering.  Also, 
the temperature changes caused by opening and closing doors 
(letting in very cold air) are included in this data. 

A system of each type was run with this saved data being 
supplied as inputs and the predictions for each value were 
recorded.  The networks involved had the same number of 
nodes, with the MTBMLP’s nodes linked as described in 
Section II, and the MLP’s layers fully connected.  Each 
network was given five past samples to work with for each 
sensor.  Then, the mean error after the removal of outliers 
was calculated.  Outliers were determined using these 
formulae: 

Fig. 5. Results of experiments conducted indoors using Crossbow Inc. Mote 
sensor kits. a) Light sensor output when the light is flickering; b) 
MTBMLP’s prediction. At high flicker frequencies, the prediction becomes 
a sort of best fit curve. 

Fig. 4. Light intensity values, predictions, errors, and error predictions 
from experiments conducted indoors using Crossbow Inc.Telos v.B type 
sensor kits. a) Light intensity values(1) recorded while lights were 
flickering along with predictions(2) of those values; b) prediction errors(3) 
and the predictions of those errors(4).  The error predictions are far better 
than the value predictions. 

Proceedings of the 2008 Workshop on Building Computational Intelligence and Machine Learning Virtual Organizations

31



  

fs = upper fourth – lower fourth  (1) 

upper limit = median + 1.5fs  (2) 
lower limit = median – 1.5fs   (3) 

The means for MLP and MTBMLP errors between their 
respective upper and lower limits are, respectively: 

MLP:  0.00844 
MTBMLP: 0.00696 

This shows that the MTBMLP predicts the sensor data even 
more accurately. 

IV. ERROR PREDICTION 
The procedure described in the previous section suffers 

from the following limitation: it cannot properly predict 

discontinuous curves, such as clock signals; a real world 

example would be a flickering light.  However, a solution to 
this problem has been implemented and is discussed below. 

A. Description and Rationalization 
Detecting change in a data stream using an MLP-type 

neural network for a prediction and threshold comparison was 
more efficient for an input-output mapping representing a 
continuous function than with a discontinuous one.  
If one analyzes the error produced by subtracting the actual 
signal from the prediction of the signal (given by the neural 
network), this error curve will be continuous and cyclic, as the 
network, in attempting to learn each “step” of the function, 
will lag behind the actual signal. The error function can by 
modeled by a second neural network in a more reliable 

Fig. 6. a) Original Lena image; b) Lena with 
Canny filter applied; c) MTBMLP-generated 
edge map with 0.2 threshold; d) Sobel edge map 
with 0.75 threshold; e) Debauches wavelet 
transform edge map with 0.04 threshold.  The 
MTBMLP-generated edge map is most similar to 
the wavelet, finding more edges in some areas 
and generating more noise in others. 
 

Fig. 7. a) MLP-generated edge map with threshold 0.2 and band 
width 2; b) MTBMLP-generated edge map with the same parameters; 
c) MLP-generated edge map with threshold 0.35 and band width 5; d) 
MTBMLP-generated edge map with threshold 0.2 and band width 5.  
The threshold for c) had to be increased because at 0.2 it is too noisy. 
 

Fig. 8. a) MTBMLP without error predictor and band width 2; b) With 
error predictor and band width 2; c) Without error predictor and band 
width 5; d) with error predictor and band width 5.  All use threshold 0.2. 
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manner, because the MTBMLP is designed to predict cyclic, 
continuous functions. As this error function should only spike 
when novelty occurs, this methodology might allow for a 
more accurate change detection in discontinuous functions.  

B. Results With Error Prediction 
Figure 4 shows mostly successful error prediction as the 

light sensor reports flickering.  The first network’s value 
predictions appear as in Figure 5, while here predictions are 
much more accurate.  Thus, change is reported on the basis of 
a difference between error and the prediction thereof, rather 
than value/prediction differences, allowing the system to 
properly adapt to repeated, yet discontinuous, trends. 

V. EDGE MAP GENERATION 

A. MTBMLP Prediction Model versus Well-Known 
Methods 
Neural network function prediction can be applied to 

images to create edge maps.  By using pixel intensity values 
as the output values for functions, the change detection 
procedure can be applied, with the prediction errors 
representing the degree of intensity change across an edge. To 
generate these edge maps, a certain number of rows were 
taken at a time, with each one being used as an input function 
to an MTBMLP.  The number of rows used at once is termed 
the “band.”  The minimum band used is 2, so that correlations 
can be explored.  The same network is used for each set of 
rows. 

In order to illustrate the effectiveness of this edge detection 
methodology, edge maps were created using the well-known 
“Lena” image as input.  Figure 6 shows the results of edge 
detection using an MTBMLP predictor, a Sobel detector, a 
Wavelet detector, and a Canny detector [7].  One can see that 
the MTBMLP approach does not yield the best possible edge 
map, however it outperforms the Canny filter and it yields a 
map comparable to the Wavelet map. 

B. MTBMLP versus MLP 
The MTBMLP also outperforms the same algorithm 

implemented with a standard MLP, as shown in Figure 7.  The 
MLP generates more noise, especially at higher bands.  The 
MLP also takes longer to run, because it has many more links. 

C. MTBMLP with Error Prediction versus MTBMLP 
Without 
The above examples all feature MTBMLP-based system 

with a second error prediction network.  Since this method 
greatly improves the performance of the MTBMLP system in 
novelty detection, an exploration of its effect on edge map 
generation was performed.  Figure 8 shows edge maps from 
an MTBMLP and an MTBMLP with an error predictor at 
band widths two and five.  In both cases, the second network 
removes some amount of noise, creating a more useful edge 
map. 

VI. CONCLUSION 
The Modified Time-Based Multilayer Perceptron is a 

powerful function predictor that converges quickly and can 

learn to accurately predict cyclic, sinusoid functions faster and 
in some sense better than a conventional Time-Based 
Multilayer Perceptron. This neural network is included as one 
of the main agent into Sensor Network Anomaly Detection 
System [1]. Its application allows not only for achieving a 
high detection performance but also for a significant reduction 
in resource consumption. 

The MTBMLP fits perfectly into a prediction model that 
allows for an accurate novelty detection in sensor networks.  
The predictor allows for a habituation, a robust prediction, and 
the ability to learn correlations between data sources.  With 
the addition of an error predictor, this system can properly 
habituate to repeated discontinuous functions. 

Experimentation has revealed that the MTBMLP prediction 
model could be applied not only in sensor networks but also in 
other applications like image processing. Edge maps that are 
far more useful than Canny edge maps can be obtained, 
however in our experiments it has not produced the best 
results in comparison to the Sobel algorithm.  Rather than 
detecting edges, the prediction model could probably be 
successfully applied to image novelty detection as over time it 
will learn to perform its job better. 
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Abstract— This paper presents the PlaSMA multiagent-based 
simulation system and its application for collaborative experi-
mentation. PlaSMA enables large-scale parallel and distributed 
simulations and relies on Java for platform independence. The 
applied agent-based simulation approach particularly suits vir-
tual organizations in research because it enables shared comput-
ing resources as well as collaborative experimentation with com-
mon simulation scenarios.  

Multiagent-based simulation, intelligent agents, distributed 
computing, collaborative experimentation 

I.  INTRODUCTION 

Simulation is a widely used means to evaluate the perform-
ance and adaptation abilities of systems in dynamic environ-
ments. For many domains, such as logistics or communication 
networks, discrete event simulation (DES) has been the pre-
dominant simulation technique. But for complex models, se-
quential simulation will exhibit poor runtime performance. 
Thus, parallel distributed simulation systems [6] have been 
developed that enable the integration of simulation hardware as 
well as different simulation systems. The latter is the focus of 
the High Level Architecture (HLA) [9] that defines services 
and interface to couple multiple simulation systems with poten-
tially different simulation purposes. 

Another approach to distributed simulation of complex sys-
tems is provided by multiagent-based simulation (MABS). In 
MABS, the simulation model is composed of multiple autono-
mous but interacting software agents [19] that may run concur-
rently and distributed over multiple computers. It is the general 
idea of MABS to model agents as a direct and natural mapping 
of the simulated real-world entities acting in the simulation. 
This is particularly useful if the simulated world consists of 
multiple technical systems, organizations, and/or humans. Con-
sequently, a major application domain of MABS has been so-
cial simulation [4, 15].  

Beyond simulation distribution, the model decomposition to 
agents in multiagent-based simulation allows for easy exten-
sion, integration, and substitution of agents. Researchers or 
other system users that agree on an environment and interaction 
model for the domain of interest can add their own agents in a 
common scenario. The respective agents could be evaluated in 
separate simulation experiments or even concurrently in a 

competitive manner. The latter case, for instance, is applied in 
the RoboCup soccer simulation league [13], while the USAR-
Sim system of RoboCup rescue league [3] rather pertains to the 
first case. However, the RoboCup simulations do not focus on 
distributed simulations and are limited to a specific simulation 
domain. 

In this paper we will present the PlaSMA simulation system 
which enables distributed multiagent-based simulation based 
on established technologies for implementing software agents. 
PlaSMA has been used particularly in the logistics domain to 
evaluate different approaches of self-organized decision-
making as well as robustness and adaptation of transportation 
processes in dynamic environments. The PlaSMA system ar-
chitecture facilitates collaborative experimentation in terms of 
large-scale simulations with shared computing resources and 
experiments consisting of agents deployed by different users. 
The different agents can compete in a common reference simu-
lation environment model. Users can monitor running simula-
tions with multiple remote clients. 

The remainder of this paper is organized as follows: Sect. 2 
introduces the concept of multiagent-based simulation. Sect. 3 
presents the PlaSMA simulation system and its applications. 
The collaborative experimentation process with PlaSMA is 
discussed in Sect. 4. Sect. 5 concludes the paper. 

II.  MULTIAGENT-BASED SIMULATION  

Multiagent-based simulation combines distributed discrete 
event or time-stepped simulation with decision-making encap-
sulated in agents as separate and concurrent logical processes 
[15, 12]. In classical parallel and distributed simulation sys-
tems, the logical processes involved as well as interaction links 
have to be known in advance and must not change during simu-
lation [6]. By contrast, this does not hold for MABS because 
each agent may interact with all other agents [12]. Agents may 
join or leave simulation during execution, e.g., depending on a 
stochastic simulation model or human user interaction. On the 
other hand, this flexibility complicates simulation time man-
agement. 

A. Notions and Models of Time 

It is necessary to distinguish different notions of time re-
lated to MABS. Generally, physical time refers to the time at 
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which simulated events happen in the real world. Simulation 
time models physical time in simulation. Wall-clock time refers 
to the time that is consumed by the simulation program execut-
ing the simulation. As simulation speed might differ between 
agents, each of them has its own local virtual (simulation) time 
or in short LVT [11]. 

In contrast to equation-based modeling (cf. [15]), time pro-
gression is discrete in MABS. Equidistant steps, as applied in 
time-stepped simulation, are hardly efficient since time steps 
are even processed if no events occur [6] and inadequate if time 
steps are too long because events are considered simultaneous 
although there would not be in physical time [8]. By contrast, 
in discrete event simulation (DES) time steps bridge the gap 
until the next event occurs. Thus, DES is the dominant ap-
proach in most areas. However, some MABS systems still use 
time-stepped simulation because it is easier to implement and 
understand. 

B. Synchronization 

Agents in MABS can be simulated on distributed platforms, 
which may differ regarding their computational power. Hence, 
simulation time progression depends on the CPU performance 
of the respective platform. However, even on one platform the 
local virtual time of agents may diverge, if their computational 
demands differ. Problems may arise whenever agents interact. 
For instance, consider an agent passing a message to another 
agent that is advanced in its local virtual time. The recipient of 
such a so-called straggler message might have taken other de-
cisions if it were aware of that message on time. This is de-
noted as the causality problem [6]. In order to guarantee correct 
and reproducible simulations, the simulation system has to en-
sure that agents process events in accordance to their time-
stamp order.  

This problem is addressed by synchronization, which can 
be either optimistic or conservative. In general, progression of 
local virtual time is not restricted for agents in optimistic syn-
chronization. This allows executing simulations efficiently 
since fast processes do not have to wait for slower ones. When-
ever an agent receives a straggler message with time stamp t a 
rollback is conducted that resets the agent to its former state at 
LVT = t. However, optimistic synchronization is more compli-
cated in implementation and has potentially high requirements 
regarding space [6]. Conducting a rollback might require re-
turning many steps back in time. Hence, all preceding states of 
every agent must be stored.  

By contrast, conservative synchronization prevents causal-
ity problems by ensuring the correct order of event processing 
at each time. This, in turn, restricts the speedup achievable by 
parallelism. There are numerous approaches to conservative 
synchronization which are described in [6]. The synchroniza-
tion mechanism is an important choice when implementing a 
MABS system. The PlaSMA system, which is presented in the 
next section, applies coordinated conservative synchronization 
with a simulation controller hierarchy. 

III.  PLASMA SIMULATION PLATFORM 

The PlaSMA system1  provides a distributed multiagent-
based simulation and demonstration system based on the FIPA-
compliant Java Agent Development Framework JADE [2]. 
PlaSMA stands for Platform for Simulations with Multiple 
Agents. The system is developed at the University of Bremen, 
Germany, as part of the Collaborative Research Center 637 
“Autonomous Cooperating Logistic Processes”. Within this 
interdisciplinary center, the PlaSMA system is the joint soft-
ware platform for autonomous logistics applications and 
evaluations. Although the primary application domain is logis-
tics, PlaSMA is applicable for other simulation domains as 
well. 

A. Architecture 

The PlaSMA system consists of the basic components 
simulation control, world model, simulation agents, analysis, 
and user interface. The simulation control handles world model 
initialization, simulation time management as well as agent 
lifecycle management. Further-more, it provides an interface 
for world model access. Simulation control primarily consists 
of two kinds of instances: one top-level controller and a sub-
controller for each processor or computer in distributed set-
tings. Sub-controllers handle the actual software agents (called 
simulation agents) that are the actors in a simulation scenario. 
The interaction between top-controller and sub-controllers con-
cerns agent lifecycle management, runtime control, and time 
events. For time management, the top-controller sends time 
events to all sub-controllers to indicate progression of simula-
tion time. Sub-controllers propagate these events to all of their 
simulation agents. This architecture allows for distributed set-
tings where researchers can share computation resources by 
providing PlaSMA sub-controller services that connect to the 
top-controller. 

The world model component represents the state of the 
world consisting of its environment and the physical objects 
acting therein. It is initialized based on a formal ontology de-
scription [1]. The simulation agents represent physical objects, 
abstract services, or legal entities (e.g., organizations) in the 
simulation model. Simulation agents are able to communicate 
with each other by message passing in FIPA Agent Communi-
cation Language ACL [5] and may act in the environment. The 
PlaSMA user can create or adapt scenario-specific agents by 
implementing an extension based on a Java template agent im-
plementation. 

The analysis component consists of an object-relational da-
tabase storing scenario performance metrics (e.g., cargo cycle 
times or vehicle utilization), a program library for pseudo ran-
dom number generation and statistical analysis, as well as an 
interface to log and query these metrics and additional log mes-
sages. The simulation agents use this interface to add or update 
their performance metrics during runtime. The metrics are 
specified at design time. Each metrics specification consists of 
a label, the data type, the unit of measurement, optional arith-
metic functions, and temporal precision of updates. It is im-
plemented in Java based on template performance metrics for 

                                                           
1 Available from http://plasma.informatik.uni-bremen.de 
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Figure 1.  PlaSMA Control and Visualization Client 

each basic data type. It is also possible to specify complex met-
rics as composites of basic or other complex metrics. 

One user or multiple users at the same time can remotely 
observe the metrics online within the PlaSMA client. When 
agents provide position data and the scenario contains addi-
tional visualization information (i.e. a map) one can also track 
the simulation environment within the viewer (see Fig. 1). The 
client/viewer remotely connects to the server and to the rela-
tional database of the analysis component. The client allows for 
selection of scenarios that were deployed previously to the 
PlaSMA server. A scenario may be paused, resumed, stopped, 
and visualized while running.  

B. Applications and Experiences 

Although actively used, the PlaSMA system is still consid-
ered prototype research software. PlaSMA is applied for com-
parison and evaluation of algorithms for logistics planning and 
special sub-processes therein, e.g., coordination mechanisms of 
logistics objects, information distribution, environment adapta-
tion and prediction [7] as well as routing and cargo clustering 
algorithms [16]. Furthermore, PlaSMA is part of the “Intelli-
gent Container” platform [10] integrating simulation with real-
world hardware in perishable food transport scenarios. In the 
context of adaptive route planning, PlaSMA was integrated 
with the AQ21 machine learning system [18] for predictions of 
expected traffic and speed on potential routes [7]. 

Complexity of simulation surveys ranges from very few 
agents (4) to a great many agents (approx. 20,000). Few agents 
will not benefit form a large distributed setting because one 
single agent cannot be distributed. Large-scale scenarios will 
work best on multi-CPU machines or clusters. The run-time 
performance of truly distributed computing resources will 
heavily depend on amount of agent interaction and network 
connection. PlaSMA has been executed on two distributed 
servers with 8 CPUs and 64 GM working memory each. How-
ever, even with several thousand agents one machine might not 
be fully utilized because agents are waiting for each other when 
interacting. 

IV.  COLLABORATIVE EXPERIMENTATION WITH MABS 

The agent-based experimentation process is structured in 
the following steps: (a) Experiment design and performance 
metric specification, (b) agent implementation, (c) simulation 
infrastructure setup, (d) agent deployment, (e) simulation exe-
cution, and finally (f) result analysis. These steps are further 
described in the following sections and discussed with respect 
to collaborative experimentation. 

A. Experiment Design and Performance Metric Specification 

The first step addresses the specification of the general de-
sign of the simulation experiment. The design determines 
which types of agent are the simulation subject, how these 
agents should interact, and in which environment they should 
be situated. For instance, an experiment in transportation may 
have agents for trucks, trains, cargo, warehouses, and humans 
or corporations operating them. It is important to distinguish 
physical objects, technical decision systems such as software 
agents, human decision makers, and organizations. 

This process of object and subject identification is sup-
ported and formalized by formal ontologies provided by 
PlaSMA using the W3C standard OWL [1]. The PlaSMA on-
tologies provide a general domain conceptualization that can be 
extended for each scenario. In particular, a scenario specifica-
tion provides instantiations of concepts, i.e., the identified ob-
jects and subjects, including their attributes and relationships.  

A multiagent-based simulation is constituted by agents as 
logical simulation processes. Thus, following the identification 
process, the objects and subjects have to be mapped to actual 
simulation agents that should be implemented as the simulation 
model. But not each object or subject needs to be implemented 
as exactly one agent in bijective mapping. It is up to the de-
signer of the experiment whether, e.g., truck and driver are 
separate agents or combined in one agent. 

Fortunately, not all users participating in collaborative ex-
perimentation have to agree on these design decisions. There 
only has to be an agreement on the possible interactions of sub-
jects (objects only interact via the simulated environment). The 
general structure and language of these interactions is already 
defined in the FIPA Agent Communication Language (ACL) 
standard [5]. This is the great advantage of agent interoperabil-
ity. Nevertheless, there has to be a common understanding of 
the content of the ACL messages exchanged between agents, 
i.e., the semantics. Again, ontologies provide an adequate 
means here. 

Performance metrics specification is about the data to be 
collected during simulation and to be evaluated after simula-
tion. It is also important to define the data type and physical 
unit for all metrics. The specification also includes the desired 
precision in numerical, temporal, and possibly spatial terms. As 
described in Sect. 3, metrics are finally implemented as Java 
classes. Thus, the implementation of performance metrics is a 
common task in collaborative design and considered a part of 
the design process.  

B. Agent Implementation 

All agents are implemented based on a template simulation 
agent that provides basic features for simulation time synchro-
nization. Besides these small simulation-specific changes, the 
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template agent is equal to the basic Agent class provided by the 
underlying JADE software. Nevertheless, each agent participat-
ing in the simulation has to be mapped to some subject and/or 
object specified during experiment design in order to link simu-
lation agents to the world model. This link is specified in a sce-
nario XML configuration but also extensible at run-time. 

Collaboration in implementation phase depends on the in-
tended scenario. A competitive approach will imply that differ-
ent groups will implement agents with the same tasks. These 
agents will then run in parallel or in sequential competition. 
Only in the first case the agent of different groups might actu-
ally influence each other or cooperate. Another collaborative 
setting will split the scenario to different subjects and objects 
that are implemented by a certain group. The simulation con-
trollers will decide on which computer in the distributed infra-
structure some agent is actually executed.  

C. Simulation Infrastructure Setup 

PlaSMA has a distributed hierarchic infrastructure that al-
lows sharing computing resources, e.g., in a virtual organiza-
tion. The PlaSMA top-controller acts as a master server and 
sub-controllers as subordinate servers that host the simulation 
agents. For infrastructure setup, the master server program is 
started first. Afterwards subordinate servers on potentially re-
mote machines are started and register at the main server. For a 
well-balanced distribution of agents, each subordinate server 
states its computing performance at registration. The perform-
ance indicator is given by the maximum number of agents that 
can run on each machine respectively. This value corresponds 
to a reference performance test agent; the actual agents will 
have individual computation needs. Based on this information, 
the master server decides during simulation execution how to 
distribute the simulation agents. 

There are ongoing efforts in the MABS community to ap-
ply Grid computing for sharing computing resources in simula-
tion. Corresponding approaches which also rely on Java soft-
ware for platform independence have been proposed by Timm 
and Pawlaszczyk [17] as well as Mengistu et al. [14]. 

In PlaSMA, it is not necessary to re-setup the simulation in-
frastructure for each scenario. The main and remote server ser-
vices are started once, but they may restart the underlying 
JADE agent platform when loading a new scenario. One diffi-
culty here is dynamic code loading because new simulations 
might have new agents. In general, the Java runtime environ-
ment (JRE) needs to know every resource location and name 
already on startup. But in distributed simulation and particu-
larly in collaborative experimentation the agent code is distrib-
uted on multiple systems and possibly not yet present when the 
PlaSMA server is started. 

Thus, PlaSMA separates distributed server programs from 
the actual simulation controllers and agent platforms. When a 
new scenario is loaded, the server services will bundle and dis-
tribute the necessary Java code to all PlaSMA services in the 
network. The services will then start new PlaSMA sub-
controllers in a separate JRE. 

This distribution and start procedure for each simulation 
experiment does not require any user interaction. The only 

thing that has to be determined in advance is the location (i.e., 
IP address and network port) of the master server. However, 
before a simulation scenario can be loaded the participating 
users will need to deploy the agent code to a resource location 
dedicated for scenario code.  

D. Agent Deployment 

An agent developer for PlaSMA can compile the Java 
source code as he or she prefers and is used to. Additionally, a 
deployment process has to be executed when the scenario is 
ready. All compiled resources, associated libraries, and con-
figuration files must be bundled in a scenario package with a 
certain directory structure. This package is then copied (or de-
ployed) to a designated location for PlaSMA scenarios similar 
to a web application deployed to a web server. 

PlaSMA provides the necessary program and template con-
figuration for this procedure. The deployment configuration 
specifies the file system destination of a simulation scenario 
and the local location of resources to be deployed. The de-
ployment location has to be accessible for the PlaSMA master 
server that will load and distribute the resources. 

Currently, the scenario deployment assumes that all agents 
and other scenario resources are located at one location already 
before deployment. This restriction complicates the collabora-
tive and distributed development of scenarios. Thus, we are 
working on an adapted deployment process that facilitates the 
cooperation by distributed and partial deployments. That is, 
each collaborator can deploy his code to a location that is ac-
cessible to a (local) subordinate PlaSMA service. The system 
then retrieves and composes the distributed resources when a 
scenario is loaded. 

E. Simulation Execution 

After infrastructure setup and scenario deployment the 
simulation is ready for execution. All experiment collaborators 
can connect to the PlaSMA master server via the PlaSMA cli-
ent. Any user can load and start the scenario and all users are 
able to monitor the experiment process including object motion 
and performance metric values. If simulation execution is too 
fast for online monitoring one is able to adjust the maximum 
speed of the simulation by setting the maximum ratio between 
simulation time and wall-clock time. A change of maximum 
speed will affect the actual simulation server and thus all 
viewer clients. 

The experiment stops if some user explicitly halts it or a 
configured simulation time length is reached. Other stop crite-
ria under consideration for future releases include goal values 
for statistic significance (e.g., maximum standard error or con-
fidence interval length). 

F. Result Analysis 

The analysis phase is not yet fully integrated in the collabo-
rative experimentation process. All data collected during simu-
lation is stored in a single database which is saved after each 
simulation run. The simulation data is saved in structured text 
files for each database table. All files are located on the server 
hosting the database system. PlaSMA provides a limited analy-
sis toolkit to evaluate the experiments. It is also easily possible 
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to import the database data to spreadsheet programs or numeri-
cal analysis software.  

The preliminary experiment analysis tool of PlaSMA is 
based on a third-party Java translation of the R statistical com-
puting environment. An XML configuration file specifies the 
performance metrics to be evaluated, what and how data 
sources should be merged (simulation runs, agents), how per-
formance metrics should be aggregated, and the significance 
levels to be used. The tool provides a text-based evaluation 
report including confidence intervals if applicable.  

V. CONCLUSION 

In this paper we presented the PlaSMA multiagent-based 
simulation system. PlaSMA enables large-scale distributed 
simulations as a middleware for the JADE agent platform and 
relies on Java to maximize platform independence. The system 
has been applied in several applications including experiments 
to evaluate the impact of environment condition prediction in 
transportation based on inductive machine learning. 

The agent-based simulation approach particularly suits vir-
tual organizations in research because it enables shared com-
puting resources as well as collaborative experimentation for, 
e.g., comparative and competitive evaluation of algorithms. 
PlaSMA can also provide the basis for reference evaluation 
scenarios without shared resources. The experimentation proc-
ess is described with particular focus on (remote) collaborative 
experimentation of researchers sharing simulation scenarios 
and computing resources. 

Some shortcomings in the experimentation process have 
been detected that complicate collaborative experimentation. 
Thus, future work will include enhancements in collection and 
distribution of scenario resources as well as better access to 
simulation results for instant analysis by all collaborators. 
PlaSMA was used with the machine learning program AQ21. 
Additionally, we will need to integrate further tools for compu-
tational intelligence and machine learning to make it a valuable 
platform for virtual organizations in this research area. 
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Abstract—The paper presents iAQ, an interactive, multimedia-
capable system, that exhibits and allows the application of 
machine learning methods representing the Natural Induction 
(NI) paradigm. The system is presented in relation to the Virtual 
Organizations (VO) area. The program’s unique set of features is 
examined and demonstrated with selected examples. It can be 
downloaded from the Machine Learning and Inference (MLI) 
laboratory website: http://www.mli.gmu.edu/software.html 
 
Index Terms—Artificial intelligence, Computational 

intelligence, Computer science education, Learning systems, 
Machine leaning, Multimedia systems, Virtual Organizations.  

I. INTRODUCTION 
HIS paper presents iAQ, a program that demonstrates 
important concepts in the machine learning area, as well as 

allowing users to apply some of the methods from that field to 
user’s own problems. The aim of developing the program was 
to create a unique educational experience for a wide spectrum 
of audiences that goes beyond traditional research and 
academia community. To this end, it provides an attractive, 
entertaining environment, which should appeal to people 
regardless of their background, with various levels of 
familiarity with presented topics, and that may raise and 
increase their interest in science and technology.  
iAQ can also be viewed not only as a way of disseminating 

knowledge about the “world of machine learning”, but also as 
a component of virtual organizations being developed in that 
area. Virtual Organizations (VO) form a very important recent 
trend, and are identified as a key enabler of system-level 
science that is concerned with complex, large, and 
multidisciplinary phenomena [1]. Although it seems that the 
major focus of the development the VO is on the large-scale, 
high-performance infrastructure, smaller scale software like 
iAQ can also play a significant role. Since VOs support  multi-
disciplinary collaboration, iAQ can be used as an important 
tool allowing the participants, coming from various fields, to 
familiarize themselves with the underlying technology and test 
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it with their own problems, all this in a user-friendly, human-
oriented manner. Depending on the level of interest, it offers 
ways for the users to learn more about the featured 
methodology via various depth descriptions, links to more 
elaborate content on Internet or to the accompanying materials. 
iAQ can also contribute to the democratization of science – 

one of the major potential benefits of VOs [1], by involving 
students at all levels of the education system. Program’s ability 
to offer “learning by doing” may also attract new young people 
to pursue careers in research. And it seems that its design 
corresponds well to the modern theories of pedagogy, that 
concentrate more on how to help students internalize new 
information in personally meaningful and adaptable ways [2]. 
iAQ is freely available for download from the Machine 
Learning and Inference Laboratory website, therefore it can be 
accessed by self-learners. The importance of this group of 
users is recognized for example by Open Educational 
Resources Initiative which supports the use of information 
technology to help equalize access to knowledge and 
educational opportunities across the world [2]. 
iAQ is planned to become a part of the CIML portal [3], as 

one of the educational packages. Access to such tools for a 
large number of communities of users is one of the most 
important benefits of the project. 
The iAQ system exemplifies the Natural Induction (NI) 

paradigm  to machine learning [4], that is, the ability of a 
computer program to learn knowledge which is not only 
accurate, but also have forms natural to people, and is by that 
easy to understand and interpret. It is intended to encourage 
users to go beyond its introductory level, and reach for more 
sophisticated NI tools, such as VINLEN [5], which integrates 
a number of learning methods developed over many years in 
the MLI laboratory. 
The author believes that the set of features, including such 

multimedia functions as speech, music, an easy to navigate 
GUI, the simple, yet appealing problem domain of recognizing 
robots, an entertaining storyline, the ability to perform a user’s 
own experiments, ready-to-use examples, tutorial pages 
providing insight into the details of the employed methods, 
links to the website with more elaborate materials, a book with 
a comprehensive summary of the MLI Laboratory research, is 
rather unique among this type of programs. iAQ can serve as a 
good example of an interactive and multimedia-rich tutorial 
and learning environment to be offered by virtual 
organizations. 

Jaroslaw Pietrzykowski 
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II. IAQ FEATURES 
iAQ has been designed to make a user’s experience with the 

program as enjoyable as possible, by including pictures of the 
outer space and Earth (see Fig.1), visually appealing depiction 
of the main characters of the presented tale – the robots, easy 
to navigate graphical user interface with large buttons that 
have clearly designated functions, represented by easy to 
understand symbols and text. To enhance the experience all 
the pages that the program consist of are accompanied by a 
very clear speech, that helps to follow the presented content by 

reading the text shown on the screen using female or male 
voice.  The male voice tells the parts of iAQ, an expert 
program in creating rules for recognizing objects that is the 
central character of the story, and the female voice tells the 
narrative parts - in the introduction, in the lead-out, 
instructions for various parts of the program, and descriptions 
of the methodology. The up-beat music in the beginning and 
more relaxed in the end make the whole adventure more 
complete. The intention of this design was to please audiences 
at various levels of familiarity with the presented material and 
regardless of their age. 
There has been much emphasis put on the interactive aspect 

of the program. The user can either follow the pre-defined 
flow between the pages, or access freely selected parts, once 
(s)he has become familiar with, for example, introduction or 
the simple guessing game in the beginning. The “Next” and 
“Back” buttons allow the user to decide on which part (s)he 
would like to concentrate the most at the moment, to refresh 
the context of the task at hand, or simply just to skip to the 
next part. The buttons are always available at the bottom of the 
screen, along with other buttons allowing jumping to selected 
sections: introduction, “goodbye” screens, short description of 
the used methods and their history, and the application of the 
methods to user’s own problem. 
The welcoming screen takes the user to the series of pages, 

that present a short introduction of how (s)he has become 

involved in the story, including the references to the machine 
learning field as a valuable source of help. 
The screen with the main menu presents further details of 

the whole story and options for accessing various modules of 
the program (see Fig.2). 
The first button in the menu features simpler and more 

complicated versions of a guessing game, that involves the 
user into solving a problem of discovering rules for 
distinguishing between “friendly” and “unfriendly” robots. 

In the next step, which is rather more exciting and engaging, 
the roles are reversed, and now it is the program’s turn to 
guess the user’s secret rule. The rule tells which robots should 
be invited to the user’s club, and which should not. There are 
16 different robots to choose from, therefore there are many 
possible ways to devise a rule for grouping them. When the 
program is demonstrated to a wider audience, this presents a 
nice opportunity to include more than one participant in the 
game. The third button demonstrates more complicated 
version of this game, where the robots can be split into four 
different groups. 
The fourth button called “About” shows a page with a 

description of how the underlying algorithm works. In order to 
broaden the educational benefit from the user’s experience 
with the program, this button displays a page with the 
historical context of the development of the employed 
methods, including references to the iAQ predecessors like 
EMERALD [6] that featured wider range of algorithms. For a 
curious person, who would like to learn more about the 
research in the Machine Learning and Inference laboratory, on 
some of the pages there are links that lead to laboratory’s web 
site and also display a brochure with large parts of the 
website's featured content. 
The last item on the menu is designed for more advanced 

users, who already feel sufficiently familiar with the presented 
methodology and are ready to apply it to their own problems. 
This part comes with a built-in example of the input 

 
 
Fig. 2.  The description of the premise of the lead story and the modules of 
the program. 

 
 
Fig. 1.  The welcoming screen of the program. 
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representation for the problem of recognizing various groups 
of robots. The example can be easily modified to fit to specific 
tasks that users would like to work on. Modifications can be 
done by hand, or using the copy and paste mechanism, or a 
whole new input problem representation can be loaded from a 
local file. This feature offers a hands-on experience for the 
user, which is crucial for good understanding of the presented 
methods. Altogether the modules provide a personal 
educational adventure. 

III. ILLUSTRATION OF USING IAQ 
In this section the most important parts of the program are 

presented, that engage the user into the interactive play with 
the machine learning methods and allow their application to 
the user’s own problems. 

A. Simple guessing game 
Fig. 3 shows the robots divided into “friendly” and 

“unfriendly” groups and the description of the task that the 
user is facing, namely to discover the rule the best 
distinguishes between these two groups. Although, the rule is 
quite simple: “friendly robots are smiling and unfriendly are 
not”, it may be not very easy to find for some people, since 
some of the robots’ features may seem more prominent. The 
“Next” button shows the screen with the correct answer, and 
subsequently the user is asked to solve a more complicated 
case, where some of the “unfriendly” robots are smiling (see 
Fig. 4). 

B. Challenging iAQ with an easy problem 
To show how guessing users’ hidden rules works, a 

selection of eight robots is shown, where five of them were 
invited to the user’s club, and the remaining three were not 
(see Fig. 5). No matter how complicated the hidden rule is, 
iAQ is able to discover it, trying to find the simplest ones first. 
The program’s subsequent guesses are listed below. This list 
shows also another feature of the program, namely the ability 

to generalize knowledge using hierarchies. In the case of the 
robots, the attributes representing what a robot is holding and 
the shape of its head are structured in such a way that, for 
example, different types of flag form one super-type “flag”, 
and various shapes of head are categorized as “polygonal”. 
This allows for human-like inference, which is exemplified 
with Rule #8 on the list, where four of the invited robots are 
collectively described as holding a flag (without specifying its 
kind), apart from other features. 

Rule #2: it is wearing a tie, or if its body is round. 
 
Rule #3: it is not holding a sword and its jacket is not red. 
 
Rule #4: its jacket is blue or green and its body is not square, or if its head is 
square. 
 
Rule #5: its body is not square and it is not holding a sword. 
 
Rule #6: its antennas are blue or green and it is not holding a sword, or if its 
jacket is blue. 
 

 
 
Fig. 5.  An easy problem for iAQ to solve, where there are 2 groups of robots: 
invited and not invited to the user’s club. First found solution is presented. 

 
 
Fig. 3.  iAQ challenges the user to guess the rule distinguishing two groups of 
robots. 

 
 
Fig. 4 The user is asked to guess the rule in a more complicated case. 
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Rule #7: it is holding a flag and its head is not triangular, or if its antennas are 
blue. 
 
Rule #8: it is holding a flag and the color of the body and the color of the 
antennas are different, or if its jacket is blue or green and it is short. 
 
Rule #9: it is holding a flag and the color of the body and the color of the 
antennas are different, or if its jacket is blue or green and the color of the 
body and the color of the antennas are the same. 
 
Rule #10: it is holding a flag and the color of the body and the color of the 
antennas are different, or if the color of the body and the color of the antennas 
are the same and its body is not square. 
 
Rule #11: it is holding a flag and the color of the body and the color of the 
antennas are different, or if its jacket is blue or green and its antennas are blue 
or green. 
 
Rule #12: its jacket is blue or green and its antennas are not yellow, or if it is 
holding a flag and the color of the body and the color of the antennas are 
different. 
 
Rule #13: it is holding a flag and the color of the body and the color of the 
antennas are different, or if its jacket is blue or green and it is short. 

C. Challenging iAQ with a complex problem 
To illustrate how iAQ can help with distinguishing between 

more than 2 classes, a sample example has been chosen, where 
two robots each were selected into four (the maximum 
number) separate groups, as shown on Fig 6. 

It is easy to see what possible hidden rules the user could 
have in mind when forming the groups 2 and 4, and somewhat 
more difficult to see them for the groups 1 and 3. Nevertheless, 
even more complicated characterizations do not pose a real 
challenge for the learning module as it may be seen on the list 
of alternative rules discovered, that is presented below. 
Discovering alternative descriptions of classes is a powerful 
feature of the program and it may be inspiring for the user to 
seek for larger number of possible explanations in her/his 
investigations. 
 

Rule #2 
1, if its jacket is yellow or blue and its body is round. 
2, if its jacket is green and it is not of medium height. 
3, if it is of medium height and it is not holding a flag. 
4, if its jacket is red or blue and it is holding a flag. 
 
Rule #3 
1, if its jacket is yellow or blue and its head is polygonal. 
2, if its jacket is green and it is holding a flag. 
3, if its jacket is red or green and it is not holding a flag. 
4, if it is holding a Polish flag or a Canadian flag and its body is polygonal. 
 
Rule #4 
1, if its body is round and it is wearing a tie. 
2, if its jacket is green and its body is not square. 
3, if it is of medium height and its jacket is red or green. 
4, if its body is polygonal and its jacket is red or blue. 
 
Rule #5 
1, if it is holding a balloon or a Polish flag and its antennas are blue or green. 
2, if its jacket is green and its head is not square. 
3, if it is not holding a flag and its head is not triangular. 
4, if it is holding a Polish flag or a Canadian flag and its head is not square. 
 
Rule #6 
1, if its jacket is yellow or blue and its antennas are blue or green. 
2, if its jacket is green and the shape of the body and the shape of the head are 
different. 
3, if the color of the body and the color of the antennas are different and it is 
not holding a flag. 
4, if its antennas are red and it is short. 
 
Rule #7 
1, if its body is round and it is not holding a sword and it is not tall. 
2, if its jacket is green and the shape of the body and the shape of the head are 
different. 
3, if its antennas are red or green and it is not holding a flag. 
4, if its antennas are red and it is holding a flag. 
 
Rule #8: 
1, if its body is round and it is not holding a sword and it is not tall. 
2, if its jacket is green and the shape of the body and the shape of the head are 
different. 
3, if its antennas are red or green and it is not holding a flag. 
4, if its antennas are red and its jacket is red or blue. 
 
Rule #9: 
1, if its body is round and it is not holding a sword and it is not tall. 
2, if its jacket is green and the shape of the body and the shape of the head are 
different. 
3, if its antennas are red or green and it is not holding a flag. 
4, if its antennas are red and the shape of the body and the shape of the head 
are different. 
 
Rule #10: 
1, if its body is round and it is not holding a sword and it is not tall. 
2, if its jacket is green and the shape of the body and the shape of the head are 
different 
3, if its antennas are red or green and it is not holding a flag 
4, if its antennas are red and its head is not square 

D. Applying iAQ to user’s own data 
In order to make it easier for the user to understand better 

how the underlying method works, iAQ contains a ready to use 
example which is based on the robot recognition problem used 
in the other parts of the program. The GUI enables the user to 
paste the prepared example, run it, analyze the results, then 

 
 
Fig. 6.  A complex problem for iAQ to solve, where there are four different 
groups of robots to be described. First found solution is presented. 
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possibly make some modifications and perform a few more 
iterations. A text editor allows the user to copy some of the 
data, or attribute descriptions from other programs. The results 

can be copied to the buffer memory too, and also saved to an 
external file. If the user has the input file ready, it can be 
loaded into the editor as well. Fig. 7 shows the text editor 
window with the input data for the robot example, and Fig. 8 
displays the results of the run. 

As an example to illustrate how iAQ can be employed to 
help the user analyze the problem at hand, we use a data set 
from the website of Energy Information Administration (a part 
of Department of Energy) that concerns state energy 
expenditure estimates in 20051. The data has been prepared for 
learning characteristics of the four classes of states in terms of 
the structure of their expenditures with respect to various 

 
1 Available at : http://www.eia.doe.gov/emeu/states/_seds.html  

energy sources. Classes have been defined based on the 
quartiles computed for the sum of states’ expenditures 
(including District of Columbia), thus first class contains 13 
states with the lowest values of that measure, and the fourth 
class has 13 states with the highest values. The knowledge 
sought should allow us to better distinguish between these 
classes. As opposed to the previous problem, here the 
attributes contain numerical data. 

Fig. 9 presents a screen with the loaded input file for the 
problem, and Fig. 10 shows the result window after running 
the rule discovering module with some rules characterizing 
fourth class. 

Table I contains summary of the rules learned for this 
problem. Although this analysis in presented only for 
illustrative purposes, it may be interesting to see within each 
class how differently states are grouped based on their 
expenditure structure. For example the largest group in the 
first class seems to have more limited financial spending on 

 
 
Fig. 8.  Running iAQ with the user’s own problem. The bottom part of the 
screen shows a part of the output for the robot problem. 

 
 
Fig. 7.  Running iAQ with the user’s own problem. First part of the input file 
used in the ready to use robot recognition problem. 

 
 
Fig. 9.  Running iAQ with the user’s own problem. Fragment of the input file 
for the energy expenditures characterization problem. 

 
Fig. 10.  Running iAQ with the user’s own problem. A fragment of the output 
file for the energy expenditures characterization problem is shown. 
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natural gas than the largest group in the second or third class. 
On the other hand, the portion of expenses in the “Total 
Petroleum” category in the largest group of the first class is 
higher than in the largest groups in classes 2 and 3. Perhaps, 
the states that spend more money on energy assign larger part 
to fuels other than petroleum. Of course, further analysis 
requires involvement of an expert in that field, but such 
findings may be a strong encouragement for the user to learn 
more about machine learning and artificial intelligence 
methods. 

IV. CONCLUSION AND FUTURE WORK 
This paper presented iAQ, an interactive, multimedia-based 

tutorial system that enables users to experiment with various 
Natural Induction methods, and is intended for wide audience 
with varying level of familiarity with the topic. 
The role of the system in the context of virtual organizations 

and open learning environments was discussed. 
The features of the program were reviewed and illustrated 

with the screenshot examples. The ability of the program to 
allow the user to experiment with his/her own data was 
demonstrated with the problem of analyzing energy 
expenditures at the state level. 

Future work may include developing a web based version 
(preferably with the use of Web 2.0) of the system, providing 
more ready-to-use, well documented examples from various 
scientific fields, extending the scope of the demonstration 
beyond the “robots” domain, modernization of the GUI, 
implementing support for the XML format for representing 
problems and results, using better speech-to-text technology, 
and developing of an animated illustration of how different 
stages of the presented algorithms work.  
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The author dedicates this paper in memoriam Ryszard S. 

Michalski, the spiritus movens behind the creation of iAQ and 
its predecessors. 
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TABLE I 
SUMMARY OF DISCOVERED RULES FOR THE ENERGY EXPENDITURES CHARACTERIZATION PROBLEM 

 
Class 1 Class 2 Class 3 Class 4 

NaturalGas <= 14.24 
MotorGasoline <= 32.87 
TotalPetroleum >= 58.88 
RetailElectricity >= 21.14

NaturalGas = 11.62..22.93 
LPG = 0.6401..3.33 
MotorGasoline = 20.99..32.41 
ResidualFuel <= 0.8399 
TotalPetroleum = 47.65..59.8 

Coal >= 1.17 
NaturalGas >= 10.18 
DistillateFuel = 11.24..16.14
LPG <= 3.755 
MotorGasoline >= 25.9 
Biomass = 0.1351..0.405 

DistillateFuel <= 14.63 
JetFuel >= 1.375 
Other = 2.4..4.475 
TotalPetroleum = 33.89..58.39  
NuclearFuel >= 0.1151 
RetailElectricity >= 22.38 

JetFuel <= 2.135 
ResidualFuel >= 0.8051 
RetailElectricity <= 27.74

DistillateFuel = 14.14..18.92 
Other = 2.405..3.285 

DistillateFuel = 13.41..15.18
LPG <= 1.665 
ResidualFuel <= 1.475 

DistillateFuel = 8.025..10.73 
JetFuel >= 0.5451 

JetFuel = 1.16..1.31 RetailElectricity = 26.02..26.36 

RetailElectricity <= 17.85

 

 

 
Each column represents a description of a given class, and each cell in the column represents one rule describing some of the examples belonging to that class.    
Rules are ordered from the top to the bottom in the decreasing number of covered examples. In most cases there is some overlap between the rules belonging to 
one class – the same example can be covered by many rules. Rules consist of conjunction of conditions, and one line contains one condition. Numbers denote 
percentage of the sum of expenditures, and their range is between 0 and 100%. 
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Abstract 
As a work in progress, we have conceptualized virtual 
organizations and communities based on the 
conservation of information (COI).  The literature 
indicates that applying social science to human or 
virtual organizations has been ineffective. Our approach 
is to unravel the fundamental interdependence between 
agent-based observation and action (an agent represents 
a human, machine or robot able to surveil its 
environment including itself and report on its 
observations).  Tentatively, we propose that social theory 
parallels the quantum model, with the commonality 
between interdependence and entanglement, allowing us 
to borrow from quantum mathematics to develop a 
computational model.  
  
 
I. Introduction 
 
 Virtual communities combine situational 
learning and evolution with action skills. However, 
researchers incorporating agent mobility into models of 
virtual communities with computational intelligence-
machine learning (CI-ML) often draw more from 
personal experience with human behavior and 
community than from perspectives based on social 
theory. Among the reasons to avoid social theory for 
applications of computational intelligence to mobile 
agents is the present inability to solve evolving human 
problems with social theory (e.g., for military 
applications, see [5][18]; for the lack of a theory-based 
knowledge of effective decision-making, see [41]; and 

for our perspective, see the lack of an effective theory of 
organizations in [34], organizational performance in 
[26], and organizational metrics in [22].  

We have attributed the weak state of social 
theory for computational modeling to the lack of a 
fundamental relationship between observation and action 
information [27]. For example, while it is common to 
find strong associations between self-reported behavior 
and self-esteem, arguably one of the most studied 
phenomenon in psychology, based on a meta-analysis 
with over 30 years of data, Baumeister and his 
colleagues [1] were surprised to find only a weak 
correlation between self-reported self-esteem and actual 
academic or work performance.  Lawless and his 
colleagues [28] found no association between the 
knowledge of air-combat maneuvering held by combat 
fighter pilots and their results in air combat.  And, for 
game theory, the first mathematical model of 
interdependence, Kelley [19] gave up after a career of 
troubleshooting the lack of an association between prior 
stated preferences and actual game choices, a problem 
that has kept game theory from becoming a predictive 
science [37].  This poor state linking computational 
social theory to actual human behavior has opened the 
way to develop and apply a new theory for human and 
artificial agent organizations not based solely on 
researcher or agent observations. Instead, we have 
concluded that for it to be effective, a computational 
theory of intelligence must include interdependence 
between agent observations and behaviors [28].   

The general strategy in social science assumes 
that data to be analyzed statistically is derived from 
independent sources [20]. The goal for the analyst of 
social data is to remove or control the effects of 
statistical interdependence in data.  Dawes and his 
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colleagues [10] found similarly that, compared to the 
estimates by clinical subject matter experts (SMEs), 
actuarial data was more reliable and valid than expert 
witnesses of human behavior due to observer 
dependencies. Providing support, Tetlock [43] concluded 
that decisions by SMEs are no better than 50 percent of 
the time. Nonetheless, what makes our goal unusual is 
the opposite: instead of statistical techniques to remove 
observer dependencies, we plan to remove observer 
independencies to establish a science of interdependent 
systems and social processes (e.g., measuring 
deindividuation rates among the citizens of Burma 
imposed by the reigning military dictatorship may 
indicate geospatially and over time variability in the 
amount of power expended to oppress Burmese citizens).  
By extension, measuring the degree of interdependence 
among computational agents measures virtual 
community (Eqn. 5 & 6).  

We have concluded that interdependence is 
fragile; measuring it produces only classical information; 
and it cannot be reproduced [30].  Interdependent beliefs 
are also conjugate.  But the measurement of two 
conjugate beliefs creates a measurement problem 
reflected as COI tradeoffs (Eqn. 1). 

To make room for a new theory of 
computational intelligence for mobile agents, the failure 
with human experience as a resource for building virtual 
organizations and virtual communities had to addressed. 
From our research, briefly, we have found that successful 
decision-making in human organizations was more likely 
to be practical and based on a competition of ideas 
(majority rule) using risk determinations by a handful of 
participants who drove the process to reach hard-fought 
compromises, but rending any rational perspectives 
arising from these decisions; in contrast, when a 
consensus view was purposively sought, it was often 
reached when decisions were less concrete and more 
likely to have uncertain effects by incorporating risk 
perceptions or illusions into the decisions ([29],[45]). 
Counterintuitively, we have also found for majority rules 
that after conflict was resolved with a compromise 
between protagonists, a consensus was quickly reached, 
which we have labeled an "action consensus". 

We propose that these cognitive-action tradeoffs 
are characteristic of the conservation of information 
(COI) among four interdependent variables: Situational 
(localized) knowledge interdependent with plan 
execution; and energy expenditures from available 
resources interdependent with the duration of resource 
expenditures.  For multiple interdependent events, we 
expect a competition to either focus attention and action, 
or fragment them among these four factors. Aware that 

the mind creates cognitive-motor maps of physical and 
social reality, we postulate that coherent thoughts reflect 
coherent maps of and actions in reality; and that 
incoherent thoughts reflect fragmented cognitive maps of 
and actions in reality (for robot generated consensus 
maps of their environment, see [44]).  

For knowledge-execution factors, coordinating 
one event interdependent with an event sequence in a 
business or military chain implies a center of gravity 
(COG) for a system interdependent with the distance 
between the frequencies of signals sent to coordinate the 
occurrence of a target event among a series of 
interdependent events.  COG is either the physical 
centroid of a team [40]; organization; plan participants; 
or the landscape that is key to a plan. For example, in 
dealing with terrorist acts, it is "a Gaussian distribution 
centered … between key features and the event … 
[where the] terrorists prefer certain spatial features 
(consciously or not), such as buildings or streets near the 
target location" [15]. With c as a constant,  

∆xCOG ∆(1/λ)COG > c,   (1) 
where ∆xCOG is the uncertainty in locating the center of 
gravity (COG) of a target (key activity or plan), while 
uncertainty in the distance between a chain of 
interdependent events coordinated around a COG's 
sequence of events, including the target event, is 
∆i(1/λ)COG. Here ∆i(1/λ) equals to ∆ik, the wave number.  
Equation (1) measures tradeoffs among the decisions 
made for the interdependent activities enacted in a virtual 
community.  

In reaching organization decisions, we have 
found generally that majority rule was about four times 
faster than consensus rule.  Similar to the reduced mass 
approach [13], we expect that the COG for a group 
discussion centers around the cognitive-action resistance 
weights of its protagonists (i.e., reactance or resistance to 
adopting the target plan or its associated chain of events 
is higher under cooperation).  Let µ be the reduced mass 
of the COG for both majority and consensus rules.  Then,  

1/µ = 1/m1 + 1/m2  (2) 
With µ, we model two citizen groups, advising the 
Department of Energy on environmental cleanup of 
nuclear wastes at DOE sites, for which we have had 
experience. A majority rule group (MR) with 25 
members requires at least 13 for a favorable decision, 
and a consensus rule (CR) group of 31 members requires 
at least 27 members for a favorable decision [26]. 
Assuming on average four protagonist in the MR group 
versus 27 in the CR group, and assuming they are of 
equal strength (an arbitrary 10 score for protagonists 
versus 1 for regular participants) produces a contrast 
resistance of about 3.48. This number is close to our field 
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result of 4 based on an average of 2 hours for CR to 
make a decision versus ½ hour for MR decisions.  
Equation (2) measures decision resistance or belief 
fragmentation in a virtual community.  In addition, we 
explored a variation of Grover's quantum search 
algorithm to measure decision resistance (i.e., Nconsensus/2 
÷ √(Nmajority rule) = 27/2 ÷ √(13) ≈ 3.75).  

Revising Equation 1, with ∆E as resource 
uncertainty (the entropy associated with resources 
available to execute the target activity and its associated 
chain of events) and ∆t as time uncertainty, gives [27]:  
 ∆E∆t > c.   (3) 
From Cohen [6] and Rieffel [36], we have revised 
Equation (3) to form Fourier transform pairs [30]:  

σ f
2σt

2 > 4    (4) 
with σ f  as the standard deviation of the frequency 
distribution and σ t  as the standard deviation of the time 
distribution.  Equation (4) assumes that the signals from 
an agent's motor controller sent to its motor drives can be 
treated with signal detection theory (SDT).  It means that 
short duration signals are associated with broad 
frequency distributions or, conversely, that a narrow 
bandwidth is associated with a long duration signal.  

For organizations, we had found that more 
effort (i.e., power) was expended under competitive than 
consensus rules.  From another direction, human 
communities are built from multiple mergers of smaller 
organizations and communities. With multiple 
regressions and Fourier transform pairs, we have 
extended our results to mergers between organizations, 
finding an association between increasing market size 
and reduced volatility (i.e., beta1), implying that one 
reason for organizations to merge and grow in size is to 
marginally decrease the resource uncertainty in 
controlling a market [30].  More stable organizations 
respond at lower frequencies to market perturbations.  

Our results match findings for the brain: the 
greater expenditures of energy (power) in the brain are 
associated with higher cognitive functions, leading to an 
increase in the ability to resolve mental maps of reality 
[17]; words spoken in anger expend about twice the 
energy of regular voice [26]; and when performing a 
complex military exercise, compared to experts, the 
brains of novices light up like a Christmas tree, 
indicating the increased energy wasted by novices 
compared to experts ([23]; see also [32]).   
 

                                                
1 Beta is the covariance between a target organization 
and the average of all organizations in a virtual 
community divided by the variance of the target.  

2. Proposed Social Decision Model (SDM):   
 

Using natural computation, we plan to model 
and study consensus and majority rules in making 
decisions. In our study, we plan to use recombination 
operators [11].  For these operators to be able to drive the 
evolution of machine control algorithms based on 
Darwin's survival-of-the-fittest [46], we will use binary 
tournament selection based on a competition between 
pairs witnessed and evaluated by other machine agents. 
This is the same basis of political campaigns common to 
democracies, found to best educate undecided (neutral) 
voters among the public [7] [however, we have not yet 
resolved how to employ neutral agents].  Based on 
Shannon information theory [8], the reason is 
straightforward: cooperation reduces the information 
available to observers; competition increases it.  The 
joint uncertainty I(x1,x2) between two agents is  
      I(x1,x2) = I(x1) + Ix1(x2) = I(x2) + Ix2(x1). (5) 
Equation (5) is the uncertainty in one variable combined 
with that in the other after removing knowledge of the 
first.  I(x1,x2) ranges between I(x1) or I(x2) at the 
minimum when both are equal but one controls the other 
(enforced cooperation), to I(x1) plus I(x2) when both are 
independent (competition).  The information transmitted, 
or IT(x1:x2), between two agents is:   

IT(x1:x2) = I(x1) + I(x2) - I(x1,x2)  
= I(x2) - Ix1(x2).   (6) 

Equation (6) measures the amount of uncertainty that one 
variable interdependently reduces in the other. The 
constraint ranges between [0, min{I(x1),I(x2)}] as x1 and 
x2 range between independence to interdependence (i.e., 
conjugate).   With the perspective of Shannon 
information, interdependence increases when 
cooperation occurs in a system, business chain, but also 
under competition when two or more opponents are 
coordinating their activities around a common objective 
(e.g., courtroom).  Equation (3) will measure pre-
decision information among virtual agents; Equation (4) 
will measure decision interdependence.  
 Measurement. We speculate that better 
decisions occur when the self-interests of expert agents 
(e.g., defense attorneys and prosecutors) are maximized 
[12]. If we assume that dialectics are composed of 
polarized views (180 degrees apart; i.e., A is true, ¬A is 
false), producing a random outcome and a greater chance 
of conflict, orthogonal views are composed of 
independent (alternative) views, implying value 
associated with orthogonal belief systems (modeled with 
the dot product between two beliefs, A and B; from [14]). 
Maximally orthogonal beliefs offer several advantages 
[4].  From our perspective, we postulate that the primary 
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reason is the ability to model interdependence, which we 
have asserted in the past is similar to the entanglement 
between qubits (where a qubit is a linear superposition of 
0 and 1 bits of information). As noted earlier, 
interdependent beliefs are conjugate, and the 
measurement of one of two conjugate beliefs creates a 
measurement problem for the remaining belief. 
Measuring one belief conjugate to another produces Von 
Neumann entropy (the Von Neumann entropy becomes 
the Shannon entropy only for orthogonal states) in the 
measured belief and the maximum Shannon entropy in 
the other; i.e., Von Neumann entropy goes to zero as one 
belief becomes fully known, the other becomes random, 
approaching one [8].   
 In classical science, a 
system's state is specified by its 
observable properties at any one 
point in time (statics) or 
evolution over time (dynamics).  
Measurement copies a system's 
properties. In classical science, 
there are no entangled states. In 
general, n-bit systems require n 
times as much information as 
single bit systems. For 
interdependent systems, 
however, full descriptions are not 
possible, only the measured 
observation of results from 
interactions constrained by the 
probabilities inferred for future 
outcomes.  Interdependent state spaces are Hilbert spaces 
with 2n dimensions, such that a superposition occurs for 
2n n-qubit states. Measurement disturbs the association 
between a system's conjugate interdependent variables, 
forming a tradeoff between information gain and 
disturbance.  Our plan is to monitor entropy at the 
individual, organizational and community levels.  
 Neutrals.  In our social decision model (e.g., 
juries, citizen advisory boards, etc.), neutrals decide 
outcomes. Neutrals serve other important functions. 
Social tension is maximized under polar opposite views, 
increasing the opportunity for conflict. The presence of 
neutrals reduces the probability of conflict [21].  Futures 
markets work by employing investors who are neutral to 
the overarching topic they are investing in but not neutral 
to making a profit [29].  And neutrals are where most 
new learning and evolution take place [30].  But again, 
how we plan to employ neutral agents is not solved.  
 Feedback. All things being equal, SDM (e.g., 
jury) should lead to marginally better decision-making, 
but no guarantee exists that it will be better. We 

speculate that the key ingredient is feedback. Feedback is 
the primary mechanism that distinguishes democracies, 
especially those with limited and counterbalancing 
centers of power [16], from those using censorship 
(autocracies) in exchange for stability [31].  The result 
with feedback in a democracy is an increase in 
accountability and trust [25].  For our model, individual 
agents will be controlled with evolutionary algorithms 
[47]. For virtual organizations and communities, while 
we have not resolved our plans with control, we plan to 
follow Csete and Doyle's model ([9]; see Fig. 1).  
 

 
Figure 1. A notional control system is illustrated 
(from [9]). In general, positive and negative 
feedback, F, apply under static or steady state 
conditions; with S as the deviation from perfect 
control, log |S| applies to the dynamic case. The 
goal of a control system is to amplify reference 
r independent of disturbance d (where r = 
mission, plan or goal). Working as a low-pass 
filter, controller C removes short-term 
oscillations to follow long-term average trends. 
That makes A a pure integrator with gain g. The 
goal for a system's C is achieved when F is 
negative and -1/C >> 1, in the limit making |S| -> 
0.  With Log |S| as control fragility, when log S < 
0, dynamic control is achieved; in contrast, 
when log S > 0, d is amplified. 
 
3. Works in progress: Ensemble model 
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As of yet, we do not have a strategy for 
combining the results into an ensemble. Good classifier 
performance with training data designed to learn an 
underlying distribution has often not performed well with 
data not seen during training.  In a review, Polikar [35] 
concluded that combining classifiers into an ensemble 
generalizes better by reducing the risk of selecting a poor 
classifier. This becomes important when decision 
boundaries among different data classes are complex, as 
we expect them to be for mobile agents.  Ensembles of 
linear classifiers can learn complex nonlinear boundaries. 
Our plan is to contrast consensus and majority rules to 
data fusion processes.  We will attempt to do this by 
increasing diversity of classifiers with decision 
boundaries different from those of others. Similar to a 
low pass filter, our plan is to combine a diversity of weak 
classifiers into a stronger classification system.  

Our algorithm is incomplete at this time. But 
because the mean is simple to use and found to be 
effective [35], we plan to build from means to standard 
deviations and then to fitted Gaussian distributions for 
the data. This would permit us to introduce Fourier pairs 
to explore patterns of frequencies and wave numbers, ∆k, 
where ∆k equals ∆(1/λ). In addition, to speed up 
runtimes, we plan to use a control system that combines 
simulation and reality [46]. A similar control system was 
found by Bongard and his colleagues [2] to be effective 
at path disambiguation for robots. 
 
4. Summary  

 
Natural computation models will permit us to 

test field data and model the organizations that produce 
this data. We propose to test the data and organizational 
models with artificial agents evolved using biologically 
inspired natural selection [11] and social methods of 
decision-making (e.g. jury or "voting" ensembles).  
Based on our field research, we predict longer decision 
times and more oscillations under consensus rule (CR) 
than majority rule (MR). We expect CR to model serial 
sequential individual decision processes. Surowiecki [39] 
gave evidence and case studies of why human ensembles 
(crowds) often outperform individual experts.  Earlier, 
Opitz and Maclin [33] empirically showed that 
ensembles often outperform individuals, with theoretical 
support provided by Brown [3] and Tang [42]. 
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Abstract

We give an overview of our experience in utilizing sev-
eral open source packages and composing them into sophis-
ticated applications to solve several challenging problems as
part of some of the research projects at the Knowledge Dis-
covery & Web Mining lab at the Universe of Louisville. The
projects have a common theme of knowledge discovery, how-
ever their application domains span a variety of areas. These
areas range from mining Web data streams to mining Astron-
omy related image data, as well as Web information retrieval
in social multimedia websites and e-learning platforms. As
is already known, a significant proportion of the effort in
any real life project involving knowledge discovery in data
(KDD) is devoted to the early and final stages of KDD, i.e.,
the data collection and preprocessing, and the visualization
of the results. Given the nature of the data in our projects,
we expose our experience in handling text data and image
data as part of the KDD process. In addition to the open
source packages that we used, we will briefly present some
of the stand-alone software that we developed in the lab, in
particular a suite of software for clustering and for stream
data mining.

1 Introduction

Among the most interesting features of the Web is the ease

with which an individual or group can publish documents,

and make them available to everyone. In the case of soft-

ware this is an astonishing feat, because it means that one

can access almost immediately an immense body of work-

ing programs and applications. Moreover, as it has happened

with the Open Source initiative, the Web has facilitated the

cooperation of collaborators scattered around the globe.

We give an overview of our experience in utilizing several

open source packages as part of some of the research projects

∗At the time of this work, the authors were with the Knowledge Discov-

ery & Web Mining Lab, Dept. of Computer Science and Engineering, Uni-

versity of Louisville, Louisville, KY 40292,USA. Elizabeth Leon, Jonatan

Gomez and Fabio Gonzalez are with the Computer Systems & Industrial

Engineering Dept., National University of Colombia, Bogota, Colombia.

at the Knowledge Discovery & Web Mining lab at the Uni-

verse of Louisville. We present with different degrees of de-

tail our projects on mining solar images (Section 2), evo-

lutionary and stream clustering techniques (Section 3), pat-

tern discovery from transactional data streams (Section 4), an

open source search engine-based recommender system (Sec-

tion 5), an integrated engine for image and text search (Sec-

tion 6), and an enriched search for E-learning (Section 7). In

Section 8 we discuss the stages of the knowledge discovery

process where we have used some of the Open Source tools.

Finally, we conclude our paper in Section 9.

2 Mining Solar Images to Support Astro-
physics Research

Motivation: In order to study several problems, such as the

coronal heating problem, astrophysicists need many samples

containing rare instances of coronal loops. Unfortunately,

the identification of these images from online repositories is

still done manually, which makes it very tedious and time

consuming, thus slowing down the advance of science in this

field.

Data: The data for this project is captured by measur-

ing instruments onboard several orbiting satellites that are

directed at the Sun. It is publicly available on

in the case of EIT 1, and

on in the case of TRACE2.

Our approach: In this project, funded by NASA, and by

NSF, we work on developing an image retrieval system based

on Data Mining to quickly sift through massive data sets

downloaded from online NASA solar image databases and

to automatically discover the rare but interesting images con-

taining a special solar event that occurs above the surface of

the sun, known as coronal loops, and essential in studies of

1EIT: Extreme ultraviolet Imaging Telescope on board Solar and Helio-

spheric Observatory (SOHO): http://umbra.nascom.nasa.gov/eit/
2TRACE: Transition Region and Coronal Explorer is a NASA Small Ex-

plorer (SMEX) mission to image the solar corona and transition region at

high angular and temporal resolution. (http://trace.lmsal.com/)
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the Coronal Heating Problem. The project aims at retriev-

ing solar images with coronal loops from online solar image

databases such as EIT 3 and TRACE4. We rely on image pro-

cessing and classification techniques to detect images having

loop shapes and to locate the coronal loops. The character-

istics of coronal loops are captured via several image based

features to be trained by various classifiers. The model gen-

erated from the best classifier is used in the final coronal loop

retrieval application to determine which images, out of a col-

lection of input images, contain coronal loops. The input to

the system is a set of images and the output is a list of images

having coronal loops and the positions of the coronal loops

on the retrieved images. We have presented our results in

[1]. Our solar loop mining tool is called SOLOMON (SOlar

LOop Mining for ONline collections), and uses the following

Java Open Source packages:

1. ImageJ5: ImageJ is a public domain Java image process-

ing program inspired by NIH Image for the Macintosh.

2. Weka6: Weka is a collection of machine learning algo-

rithms for data mining tasks available through a GNU

General Public License.

Training Phase of SOLOMON Training starts with an

expert-marked solar image data set. For every image, the

circumference of the solar disk is divided into blocks. Blocks

are labeled automatically as Loop if they intersect with any

marked loop region, and as No-Loop otherwise. After block

labeling, specialized image features are extracted from both

types of regions, i.e. with and without a loop shape. Then

using these extracted features, various classifiers are trained

to distinguish Loop blocks from No-Loop blocks. The flow

chart of the training phase is shown in Figure 1.

Preprocessing We start by downloading FITS images in

the 171 Ao wavelength, from NASA’s EIT repository, then

we apply preprocessing techniques such as median filtering,

Sobel edge detection, global thresholding, and skeletoniza-

tion methods to remove noise and enhance contours. These

steps are performed using ImageJ.

Feature Extraction After preprocessing, we divide the

solar circumference into regions that we call blocks. A block

is defined by its position, height, and width values. These

blocks are then labeled as either containing solar loops (i.e.,

3EIT: Extreme ultraviolet Imaging Telescope on board Solar and Helio-

spheric Observatory (SOHO): http://umbra.nascom.nasa.gov/eit/
4TRACE: Transition Region and Coronal Explorer is a NASA Small Ex-

plorer (SMEX) mission to image the solar corona and transition region at

high angular and temporal resolution. (http://trace.lmsal.com/)
5ImageJ:
6Weka:

(a) Intensity Level Block (b) Binary Level Block

Figure 2: Intensity (a) and Binary (b) Level Blocks

Loop class), or not (i.e. NO-loop class). Features are ex-

tracted from both intensity level and binary level blocks. A

sample of the intensity level and binary level versions of a

’Loop’ block are shown in Figure 2.

The features are extracted from each block separately.

From the intensity level versions, the following statisti-

cal features are extracted: ’Mean’, ’Standard Deviation’,
’Smoothness’, ’Third Moment’, ’Uniformity’, and ’Entropy’.
The remaining features are extracted from the binary level

blocks. The ’Number of Edge Pixels’ is the total number of

pixels located on all the edges in the binary blocks. From

the Hough transform of the binary blocks, we acquire two

features: ’Number of Hough Lines’ and ’Length of Longest
Hough Line’ which is the number of points in the global

maximum of the Hough Space. Since the directions of the

lines in the blocks seemed to be discriminating features, we

also computed Edge Histogram descriptors (’Number of Ver-
tical Edges’, ’Number of Horizontal Edges’, ’Number of
45o Edges’, ’Number of 135o Edges’, and ’Number of Non-
Directional Edges’). Considering the distinct spatial edge

distribution inside the Loop blocks, we further divided the

block into four horizontal bands, and extracted the above

edge features from each band separately. Furthermore, we

applied our specially designed curve tracing algorithm on

all blocks to extract potential loop curves from the midst

of other kinds of undesired curves, and computed Curvature
Strength-related features.

Training Classifiers Based on a training data set con-

taining 403 Loop blocks and 7200 No-loop blocks, we

trained several classifier models using WEKA, and obtained

the results listed in Table 1, which are based on 10-fold cross-

validation.

Image Based Testing Phase of SOLOMON To retrieve

solar images containing loop shapes from the EIT solar im-

age repositories, a similar process to the training part is first

applied on unmarked (i.e. unlabeled) test images. After pre-

processing, block generation, and feature extraction, we ap-

plied the best performing classifier model, Adaboost (using

C4.5 Decision Trees as a base classifier). The final decision

for an image was then made based on the predicted labels of
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Figure 1: System Structure of SOLOMON Training Phase

Classifier Precision Recall

AdaBoost (C4.5) 0.63 0.662

Naive Bayes 0.363 0.768

Multi Layer Perceptron 0.621 0.694

C4.5 0.568 0.563

RIPPER 0.623 0.696

K-NN(k=5) 0.644 0.615

Table 1: Block based Cross Validation Results

Best performing image-based

classifier

Precision Recall

AdaBoost (C4.5) 0.80 0.78

Table 2: Image-based Testing Results on an independent set

of online images

the blocks inside the image. If at least one block is predicted

as a loop, then the image is classified into the loop class.

We finally show all the predicted loop regions on the image

based on the location of their Loop blocks, as shown in Fig-

ure 3. Consecutive blocks that are classified as loop blocks

are merged into a bigger block that is displayed on the output

image.

To evaluate the final image retrieval tool, we used images

without any markings from the same years as the training

data set. The testing set contained 100 images, 50 with coro-

nal loops and 50 without any coronal loops. The final loop

mining results are shown in Table 2.

System Implementation: In SOLOMON, both training

and testing use the same preprocessing, block extraction, and

feature extraction modules. The testing phase, however, has

a different interface for the end users who cannot access the

training modules. We developed an image downloading tool

which connects to the EIT online database and downloads

FITS images specified by users from the database, based on

their wavelength and date range criteria. We have further-

more developed an additional Coronal Loop Marking tool

and patched this tool into ImageJ as a plug-in, to allow our

expert-markers to mark the coronal loop regions on the so-

lar images to be used in training. The marked regions were

then saved into the FITS image file, by adding their coordi-

nates in the FITS header, which allows them to be read and

used by the block labeling module. The preprocessing phase

uses mostly operators that are patched into ImageJ. After pre-

processing, we divided the images into blocks and labeled

them using the markings saved in the FITS format. We have

also developed a Block Viewing Tool to enable viewing the

blocks and their labels separately.

In the Feature Extraction phase, we extracted statistical

features using several function that were already embedded

in ImageJ, and implemented the rest of the features in Java.

We saved the extracted feature values from each block along

with the label information into an arff file which will later

serve as the input to WEKA’s training modules. In addition,

we implemented the final Image Retrieval Tool in Java with

options to load different classifier models for classification.

In addition to a classifier model, the inputs to this tool are a

set of images, of which the tool will output only the images

having coronal loops along with the loop locations on these

images.

Issues in Open Source Adoption: One limitation of Im-

ageJ, is that it does not provide users to change parameters

during the coding for most functions when we call these

functions from our own Java code. This includes the de-

fault edge detection method, and the size of the median filter

masks. Another limitation is the lack of sample code and

online discussion forums to support developers having prob-

lems. Also, some of the function documentation was not very

good.
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Figure 3: Snapshot of Solar Loop Mining Tool

One drawback of WEKA is its slow performance for cer-

tain classifiers such as MLP and Adaboost, particularly if the

training data is very big. Adaboost may consume between

15 and 30 minutes on a typical Windows workstation (e.g,

Pentium 4, with 3 Ghz and 2 GB of memory), and if we run

WEKA on the same training file with different classifiers, the

performance decreases further after the first classifier, and

may run out of memory unexpectedly. Another limitation

is that visualizing the ROC curves of several classifiers on

the same output is possible with the Knowledge Flow tool of

WEKA, but is not possible with the Explorer tool.

3 Evolutionary and Stream Clustering Tech-
niques

Motivation: Clustering is an important task in knowledge

discovery that aims at revealing the hidden structure of an

unlabeled data set, typically by partitioning a large data set

into groups of similar data called clusters, and by providing

descriptions of these clusters in terms of the original features

of the data set. Clustering has found successful applications

in many domains, ranging from automated taxonomy gener-

ation from large text collections to discovering Web user pro-

files from large access log data. However, many challenges

remain open in clustering. These include the difficulty to

handle large data sets, noise, and the difficulty to determine

the number of clusters automatically.

Data: Most of the synthetic data for this project is pub-

licly available on our website

. Some of

the benchmark real data sets used in our experiments to

demonstrate performance and success are publicly avail-

able on the UCI Machine Learning Repository

. However we have had to be

very careful in sharing our real data sets used for Web Us-

age Mining experiments because of privacy concerns. In

general, some of this data is definitely private, and the au-

thority to share it rests with the website owners. However,

we plan to sanitize some of the Web log data in such a

way that no private information (such as IP addresses) re-

mains. Instead private information will be indexed and ob-

fuscated, leaving only the part of the data (anonymous Web

requests) that has no privacy issues left, thus enabling exper-

iments on Web usage mining to be conducted without any

risks to the Website users. This data will be made avail-

ble on

.

Our approach: We developed a family of techniques in

Java under the umbrella of the NSF CAREER Award: New
Clustering Algorithms Based on Robust Estimation and Ge-
netic Niches with Applications to Web Usage Mining. The

goals of this project are listed below, and a description of the

techniques follows this list.

• Mining an unknown number of clusters in the presence

of a significant amount of noise

• Mining evolving user profiles to represent the users’

browsing activity on a website.

• Maintaining the currency and accuracy of the Web us-

age profiles over time.

• Enhancing the scalability of the Web usage mining in

the presence of very large Web log data sets.

• Handling the evolution of the input usage data resulting

from the dynamic nature of the Web.

The Unsupervised Niche Clustering Algorithm (UNC)
The Unsupervised Niche Clustering (UNC) is an algorithm

for unsupervised robust clustering based on genetic niching

as an optimization strategy. It uses a Genetic Algorithm

(GA) to evolve a population of candidate solutions through

generations of competition and reproduction. Unlike most

other clustering algorithms, UNC can handle noise in

the data and can automatically determine the number of

clusters. In addition, evolutionary optimization allows the

use of any domain-specific optimization criterion and any

similarity measure. In particular a subjective measure that

exploits domain knowledge or ontologies (as was used for

example for web usage mining). However, unlike purely

evolutionary search-based algorithms, UNC combines

evolution with local Piccard updates to estimate the scale
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Figure 4: UNC Snapshot

of each profile, thus converging fast (about 20 generations).

UNC has been successfully used, for instance, in anomaly

detection [2], and in clustering spatial data sets [3]. It has

been implemented from scratch first in C, then in Java. A

snapshot of an online applet implementing UNC is shown

in Figure 4. This applet is available on our demo web-

site

.

The Hierarchical Unsupervised Niche Clustering Algo-
rithm (HUNC) HUNC is a divisive hierarchical version

of UNC. The implementation of the HUNC algorithm ex-

ists in C (older version) and in Java (recent version). All

HUNC modules are developed in-house. HUNC is described

in [4], and a complete framework and a real case study is

presented in [5]. HUNC has proved its effectiveness when

compared to other clustering methodologies. In a recent ex-

periment, HUNC profiles were compared to the profiles re-

sulting from traditional pattern discovery, where the entire

usage data from all time periods is used to discover usage

patterns in one shot. The latter can be considered as the

best output possible since all usage data is mined at once.

However, HUNC has proved that it too can discover profiles

that are as good (or better) than using the traditional one-shot

method. Most importantly, HUNC has the critical advantage

of enabling scalability in handling very large usage data that

makes it impossible to mine all patterns in one shot. A snap-

shot of the HUNC interface is shown in Figure 5. HUNC can

be described as follows

Input: Web Logs (ex: 122.33.124.128 - -

[22/Jan/1998:14:19:35 -0600] "GET /faculty.html

HTTP/1.0" 304 -)

Output: A set of profiles where each profile consist of a

set of URLs with their weight. A sample profile is shown in

Figure 7.

Preprocessing Module: the web logs are cleaned by re-

moving all irrelevant requests such as image requests, re-

quests from search agents, and unsuccessful requests. Then

the page requests are grouped into units called sessions,

(a) Pre-Processing Screen

(b) Mining Screen

Figure 5: HUNC Snapshot

where each session represents all the pages visited by a par-

ticular user within a predefined period of time. Moreover, a

URL index (URL Map) is created that includes all the URLs

accessed in the web logs. This map is kept through future

pattern discovery phases, and is always updated to reflect

new URLs in the web site.

Updating Profiles: The new sessions at time ti are com-

pared against profiles generated at time ti−1. All unique ses-

sions (Distinct Sessions) at ti will go through the HUNC min-

ing module. The matching sessions at ti are used to update

the profiles from ti−1 which result in the Updated Profiles at

ti.
HUNC Mining: the HUNC Algorithm is used to discover

new clusters at ti from the distinct sessions at ti .

Post Processing: The sessions in the input data set are

matched to the closest cluster, and their URL frequencies are

summarized by averaging over all sessions in the cluster. The

set of all these URLs and their frequency of access in the

same cluster constitute the cluster Profile. This generates a

set of New Distinct Profiles at ti.
Combine Profiles: Combine the updated profiles at ti and

the newly discovered profiles at ti into one set of profiles

which will serve as the Seed Profiles for the next mining cy-

cle at ti+1.

Other clustering algorithms In addition to HUNC, we

have developed the following in-house clustering algorithms.

1. ECSAGO (Evolutionary Clustering with Self Adaptive

Genetic Operators) and Scalable ECSAGO (in Java):

These algorithms are an extension of UNC to use self

Proceedings of the 2008 Workshop on Building Computational Intelligence and Machine Learning Virtual Organizations

55



Initial Mining

Mining at T1

PreprocessSeed Web 
Log

New Web 
Logs (at T1)

Preprocess

Seed 
Sessions

Seed URL 
Map

Post-process Seed 
Profiles

New Sessions 
(at T1)

New URL 
Map (at T1)

Post-process

Combine 
Profiles

Update 
Profiles New Updated 

Profiles (at T1)

New Distinct 
Sessions (at T1)

New Distinct 
Profiles (at T1)

New Seed 
Profiles(at T1)

1

1

3

2

HUNC Mining

2

HUNC 
Clusters

HUNC Mining

New HUNC 
Clusters (at T1)

3

4

5

Mining at T2

New Web 
Logs (at T2)

Preprocess

New Sessions 
(at T2)

New URL 
Map (at T2)

Post-process

Combine 
Profiles

Update 
Profiles New Updated 

Profiles (at T2)

New Distinct 
Sessions (at T2)

New Distinct 
Profiles (at T2)

New Seed 
Profiles(at T2)

1

2

HUNC Mining

New HUNC 
Clusters (at T2)

3

4

5

Figure 6: Evolutionary Clustering Methodology

Figure 7: Sample Profile

adaptive genetic operators that dynamically determine

the optimal crossover and mutation rates throughout the

evolution process. ECSAGO is a single-batch version,

while Scalable ECSAGO is a scalable multi-batch

data streaming version. A Java applet impementing

both algorithms is available on our demo website

.

More details can be found in [6] with successful

application to anomaly detection, in particular, network

intrusion detection and success on several benchmark

machine learning data sets.

2. TECNO-STREAMS (Tracking Evolving Clusters in

NOisy data STREAMS): a scalable clustering algorithm

that can discover clusters in a single pass over a dy-

namic data stream. This algorithm uses an optimization

method that is inspired by the natural Immune System.

It was implemented in Java, and published in [7], and is

implemented entirely in Java without any open source

adoptions.

3. TRAC-STREAMS (TRacking Adaptive Clusters in data

STREAMS): a scalable clustering algorithm that can

discover clusters in a single pass over a dynamic data

stream. This algorithm uses an optimization method

based on alternating gradient-based hill climbing, com-

bined with Chebyshev hypothesis testing for outlier de-

tection, and for merging compatible clusters. It was im-

plemented in C and Matlab, and published in [8].

Issues in Open Source Adoption: Our clustering algo-

rithms are implemented in-house, so we had no issues with

open source adoption. On the other hand, we plan to make

our source code available through our website via a GNU

open source license.

4 Pattern Discovery from Transactional Data
Streams

In this project, we focus on analyzing evolving streams

of transactional data to discover patterns. In data streams,
very large amounts of data are generated during a short time.

Data streams can be observed in, for example, the activity of

mobile phone networks; the interaction between users, ad-

vertisement servers and web publishers; Internet traffic; dy-

namic text collections, such as e-mail, chats, blogs or news.

A particular type of data streams are evolving data streams,

that reflect ever-changing environments, like e-mail spam-

ming, web usage patterns, or news reports.

Motivation: The nature of data streams adds many dif-

ficulties to pattern discovery tasks. In a stream context,
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space and computational time become critical, nonnego-

tiable, and scarce resources, thus typically requiring online

(incremental) processing, and very small memory (compared

to the whole stream). In many cases, the underlying pat-

terns change frequently (e.g., new web pages are added and

deleted constantly, and the users themselves learn to inter-

act better with the website) making obsolete what has been

discovered from previously collected data. Thus, knowledge

discovery techniques that are well suited for these challenges

should be able to quickly evaluate current data against the

recent past, recognize patterns already seen as well as nov-

elties, and swiftly forget the patterns that the new data no

longer supports.

Our approach: Our general approach is to maintain a dy-

namic memory of the stream, which is constantly updated

based on the arriving records, and to maintain a model that

reflects the relevant interactions between attributes. Relevant

interactions are determined based on statistical tests, such as

χ2 and correlation tests, or on information measures. We ap-

plied our approach to the analysis of RSS news feeds and the

analysis of newsgroup messages to automatically discover

topics, defined as sets of keywords that consistently co-occur.

We have also applied them to web logs and system audit logs.

Data: We have used mostly text collections, which have

the advantages of easy acquisition, including custom col-

lection of the data, and the interpretability of the results.

We have used the 20 Newsgroups7, taking advantage of the

rarely used timestamps. Because this data is well known and

acceptably accurate, it is possible to build specific scenarios

(e.g. mild or strong dynamics) to evaluate our techniques

and parameters. We have also collected and used New York

Times RSS feeds, and system audit and web logs.

Preprocessing: Because there is no option for repeated

passes over the data, preprocessing is limited to quick and

simple operations. For example, in our application to text

documents, pruning based on frequency is always referred to

the current memory, not to global counts. Also, stemming

and stop word removal are the vocabulary reduction tech-

niques we use that incorporate some domain knowledge.

Pattern Discovery: Our published work ([9]) includes the

use of a dynamic prefix tree as memory, and a graph of rel-

evant attribute co-occurrences as model, extracted periodi-

cally using an information-based criterion. We have also

used sliding windows as a memory mechanism (based on

time and number of records), and an approximation of the

720 Newsgroups dataset

Figure 8: Example of topic visualization.

distribution of the attribute interactions as a model that is up-

dated permanently.

Visualization: Because our models are based on interac-

tions between attributes, they can be visualized using graphs,

which helps to interpret the results. We use the Prefuse visu-

alization toolkit (described below) for this purpose. An ex-

ample of this visualization is shown in Figure 8, for a topic

related to space.

Software: We have implemented our pattern discovery al-

gorithms in Java. Besides, we use the following Java Open

Source packages:

• JDOM8: “...robust, light-weight means of reading and

writing XML data...”. Apache-style open source li-

cense.

• ROME (RSS and Atom utilities)9: “...set of open source

Java tools for parsing, generating and publishing RSS

and Atom feeds...”. Built on top of JDOM. It has an

Apache 2.0 Licensing. We use it for retrieving and ex-

tracting text from the RSS feeds.

• Snowball10: Open Source (Java, C, and others) imple-

mentations of the Porter Stemmer for various languages,

with a BSD License. We use it to perform stemming and

stop word removal.

• Prefuse Visualization Toolkit11: “a set of software tools

for creating rich interactive data visualizations. The

Prefuse toolkit provides a visualization framework for

the Java programming language”. Also with a BSD Li-

cense. Prefuse uses Lucene, explained in Section 6.

8JDOM:
9ROME:

10Snowball:
11Prefuse
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Issues in Open Source Adoption: In general, the ma-

jor difficulty was to find the best way to use the packages,

because documentation is sketchy in many cases. Another

problem is that, occasionally, the projects are not completely

stable, and newer versions are not necessarily backward

compatible. However, once an Open Source package was

incorporated in the process, the benefit was clear; the appli-

cations are usually well written and, thanks to the community

effort, better than what could be expected from a single per-

son trying to solve a complex problem completely on their

own.

5 Open Source Search Engine-based Recom-
mender System for Multiple Websites

Motivation: Our motivation was the difficulty in imple-

menting Web recommender systems from scratch, particu-

larly when this had to be done very fast for experimentation

purposes. Thus our goal is to easily "implement" (existing)

recommendation strategies by using a search engine software

when it is available, and thus to benefit research and real life

applications by taking advantage of search engines’ scalable

and built-in indexing and query matching features, instead of

implementing a strategy from scratch. Thus we developed an

application that has the following benefits:

• Multi-Website Integration by Dynamic Linking en-

abling: (i) dynamic, personalized, and automated link-

ing of partnering or affiliated websites, (ii) Crawling

several websites and connecting them through a com-

mon proxy

• Giving Control Back to the User or Community (who

can set up their own proxy) instead of the web-

site/business

• Taking advantage of the Open Source edge

• Tapping into the established Information Retrieval /

Web search legacy.

Our approach: We developed a systematic framework for

a fast and easy implementation and deployment of a recom-

mendation system that works on one or several affiliated or

subject-specific websites, and based on any available combi-

nation of open source tools that includes: (i) crawling, (ii)
indexing, and (iii) searching capabilities. A detailed descrip-

tion with some experiments showing success can be found

in [10, 11]. The system can provide on-the-fly recommen-

dation for web surfers based on their clickstream data which

are transformed into a dynamic user session profile. The rec-

ommendations consist of links to pages contained within a

given collection of websites that have been previously in-

dexed. The system uses a search engine behind the scene

to search for pages that are similar to the user’s profile by

formulating an implicit query automatically from the user’s

profile. An inverted index must have been previously formed

by crawling, parsing and indexing several participating web-

sites, thus accelerating the recommendation process.

Software: Our implementation is based mostly

on open source modules, and is explained in de-

tail on

. The architec-

ture is shown in Figure 9. We use the following open source

components:

• Squid Proxy Cache: We used Version Squid 2.5.STA-

BLE12.

• Nutch Search Engine: Currently we are using version

nutch-0.6.

In addition, we implemented our own Recommender

System Module in C, which can be downloaded

from

.

Issues in Open Source Adoption: We have had to

make several changes to the open source components

to make them useful for our purpose. These changes

include a modified "client_side.c" code for Squid, and

the changed code can be downloaded from our wes-

bite at

.

In order for nutch to support similar page query and

termvector query, we modified nutch’s source code. Our

new source code can be downloaded from our web-

site at

. Also, a list of the changes that we made is

available on

.

6 Show And Tell: A Seamlessly Integrated
Image and Text Search Engine.

Show And Tell, published in [12], is a Web based image

search tool that combines keyword and image content fea-

ture querying and search. We used the following Java Open

Source packages:

1. Lucene12: “Apache Lucene is a high-performance, full-

featured text search engine library written entirely in

Java. It is a technology suitable for nearly any appli-

cation that requires full-text search, especially cross-

platform”.

12Lucene:
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Figure 9: System Architecture of the open source search-engine-based recommender system.

2. Nutch13: Apache “Nutch is an open source web-search

software. It builds on Lucene Java, adding web-

specifics, such as a crawler, a link-graph database,

parsers for HTML, and other document formats, etc.”

Data: Most of the data for this project is publicly avail-

able by crawling various social multimedia websites such as

Flickr .

7 Personalized Cluster-based Semantically
Enriched Web Search for E-learning:

In this project, we developed an approach for personal-

ized search in an e-learning platform, that takes advantage

of semantic Web standards (RDF14 and OWL15) to repre-

sent the content and the user profiles, and then using the

learner’s context to improve the precision and recall in e-

learning search, particularly by re-ranking the search results

based on the learner’s past activities (profile). Our model

consists of the following algorithms: (1) bottom-up prun-

ing algorithm to building the learner’s semantic profile, (2)

13Nutch:
14Resource Description Framework (RDF)
15OWL Web Ontology Language

learner-to-best cluster mapping algorithm, and (3) re-ranking

a learner’s search results. Nutch is embedded in our “Hyper-

ManyMedia” 16 platform so that online students could fetch

many different media format resources: text, MS Power-

Point, audio, video, podcast, and vodcast of online resources

(lectures). Additionally, we use:

1. Protégé17: a Java-based ontology editor and knowledge-

base framework. “The Protégé platform supports two

main ways of modeling ontologies, via the Protégé-

Frames and Protégé-OWL editors. Protégé ontologies

can be exported into a variety of formats including RDF,

OWL, and XML Schema”. Mozilla Public License

(MPL).

2. Cluto18: a clustering package. We use it to cluster

the complete e-Learning domain textual contents. The

resulting clusters can later be used to determine each

learner’s semantic profile. The cluster centroids (key-

words) are used both to provide recommendation terms

for a specific learner during search, and to add the key-

16WKU HyperManyMedia Distance Learning Platform:

17Protégé:
18Cluto:
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Figure 10: Open Source packages in the KDD process in our projects.

words to the domain ontology as subclass relations.

This is publicly available software, but not open source,

and free to use in a research environment.

Data: Most of the data for this project is publicly

available on WKU’s hyper-many media e-learning plat-

form

.

8 Open Source packages in the KDD process.

As is already known, a significant proportion of the ef-

fort in any real life project involving knowledge discovery

in data (KDD) is devoted to the early and final stages of

KDD, i.e., the data collection and preprocessing, and the

visualization of the results. We use them mostly in tasks

where well known methods exist, and consequently, there

are good Open Source tools available. The following di-

agram summarizes the packages that we have used, and

where they fit in the KDD process. This diagram does

not include our own software that was developed in-house,

such as the evolutionary clustering and stream clustering al-

gorithms. However this software will be made available

through a suitable open source license in the near future, on

our wesbite

. In

general, our in-house software touches all the phases of the

KDD process.

9 Summary and conclusions.

We have described a variety of projects in which the

Knowledge Discovery & Web Mining lab at the University

of Louisville has been involved, and we have described the

Open Source tools that we have adopted to our purposes. Be-

low, we list certain issues and lessons that we have gathered

from these endeavors, besides what was mentioned in the in-

dividual projects above.

• At times several Open Source projects attempt to solve

the same problem. It is important to be careful in pick-

ing the right tool not only in the sense of solving the

problem at hand, but also the one that is probably going

to be healthy for the duration of the project.

• Open Source tools are completely the opposite of black

boxes. They invite the developer to explore them, to

change them, and to be an active user (or contributor),

rather than just a consumer.

• They are Open Source tools, and in many cases free, but

they are not work-free, in the sense that one should ex-

pect a certain degree of time investment in understand-

ing the tool; and if more complex tasks are required, one

must be capable of digging into the code and willing to

do it.

• There are a variety of licensing schemes. For research

purposes, there are generally no restrictions. However,

for commercial purposes, one should read the details,

but there are plenty of opportunities if one so wishes.

For example, Apache 2.0 licensing allows commercial

use, and does not require the additions to be Open

Source.

• It is important to try to contribute. Open Source tools

are possible because of the good will and skill of com-

petent people who are willing to give their work virtu-

ally for free. If one is using those tools, one is probably

skilled enough to give some feedback, and thus be a

useful contributor to the Open Source community.
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Abstract—The importance of virtual scientific communities is 

constantly growing, as they provide opportunity for collaboration 
between members located around the world. The Computational 
Intelligence and Machine Learning (CIML) Virtual Community 
aims at providing resources to researchers, students, and general 
public interested in the area. This paper describes how the CIML 
Virtual Community can support collaboration between CIML 
and researchers in the healthcare profession. It also describes 
how it can be generalized to support other disciplines interested 
in applying CIML methods. 
 

Index Terms—Collaboration, Computational Intelligence, 
Machine Learning, Virtual Community 
 

I. INTRODUCTION 
IRTUAL communities play an important role in modern 
science. They allow community members to quickly 

exchange information across the globe. A virtual scientific 
community is a group of people, often researchers and 
students, who share multiple resources related to the scientific 
field, and whose main medium of communication is the 
Internet. Communication between members often requires 
creating web portals used to host the resources. While sharing 
resources is crucial, it is not sufficient for the existence of a 
virtual community. For example, many web portals that 
provide community resources, e.g. lists of publications, are not 
virtual communities. One example of such a portal is DBLP 
[1], which is one of the most popular lists of publications in 
Computer Science. Because there is no actual group of 
members that collaborate through DBLP, it cannot be 
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considered a virtual community. Probably the best organized 
contemporary virtual communities are those oriented towards 
specific topics in medicine, bioinformatics, and related areas. 
This is due to the requirement (in those fields) that all material 
must be submitted to a well established repository in order to 
be considered for publication. An example of such a 
community is the Biomedical Informatics Research Network 
(BIRN), which provides access to data, tools, and 
collaborative infrastructure [3]. 

Wikipedia [2] is also a great source of information in many 
domains. It follows the ideas of Web 2.0, in which users create 
content for the web. This content is, however, sometimes not 
well organized and incomplete. Although most articles are 
intended for the general public, some of them are very 
technical and can be understood only by experts. The 
advantage of Wikipedia is that each article can be modified by 
multiple authors and therefore reflects their diverse and 
expansive body of knowledge. The downside of using 
Wikipedia is that the information is often unverified and 
expresses personal opinions of the authors which may not 
necessarily reflect those of the scientific community.  In 
contrast, papers published in scientific journals most often 
require strict review process which significantly increases the 
reliability of the published material. 

Computational Intelligence and Machine Learning (CIML) 
is a rapidly growing discipline. Despite the relatively mature 
state of virtual communities, the idea of building a global 
CIML community is unfortunately very new.  As a result, the 
current status of virtual cooperation within CIML is worse 
than in many other domains. Although there have been several 
attempts to create collaboration websites, data and software 
repositories, and actual virtual communities, these efforts 
haven’t been coordinated, and respond only to a few specific 
aspects of CIML community needs as a whole.  Among the 
most noticeable efforts in building CIML virtual communities 
are the PASCAL and PASCAL2 networks [2] which are 
European initiatives that support collaboration and research in 
cognitive systems. Particular areas of interest of the network 
within CIML include machine learning, pattern analysis, 
machine vision, and natural language processing. Despite the 
fact that the networks’ website is rich in content (e.g. 
publications, video lectures, competitions) many items are 
available only to its members. 

Most CIML resources are distributed over countless 
websites maintained by single researchers, groups, 
laboratories, and departments.  These websites are usually 
focused on specific topics of interest and leave little room for 
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any comprehensive or broad view of the field. In addition, 
most of these sites also lack any objective content evaluation. 
Probably the most well known websites in CIML is one which 
hosts implementation of some standard machine learning 
algorithms in Java™ within the Weka system [5]. The 
software is available from the University of Waikato website 
[6]. Another example of a very popular site is UCI machine 
learning repository with collection of benchmark data [7]. 

The above typically concentrate on a single aspect of 
collaboration, while a more global look at a CIML virtual 
community would provide not only access to its particular 
components or functions (such as data sharing or networking). 
It would also create an interconnection between the 
components making such a community more integrated and 
better informed. In this paper, we present our initial efforts 
towards implementing CIML virtual community, and present 
how it may lead to multidisciplinary collaboration across 
disciplines [8].  

II. COMPUTATIONAL INTELLIGENCE AND MACHINE LEARNING 
VIRTUAL COMMUNITY 

A. Role of the CIML Virtual Community 
As the fields of computational intelligence and machine 

learning mature, there is a growing need to provide 
researchers with the ability to exchange information, share 
resources, discuss problems and new directions, and learn 
about others’ work. In the past, scientific journals were the 
most important medium of communication between 
researchers. In the rapidly changing and very dynamic field of 
CIML, this form of communication is simply too slow for 
everyday exchange of information. Very quick review 
processes still take months. In many cases, particularly for 
high quality journals, it may take two or three years between 
the original submission and the actual publication. 
Professional conferences provide the opportunity to meet other 
researchers as well as present and discuss results. With shorter 

Figure 1: The main page of CIML virtual community portal. 
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review processes, often in the order of a few months, these 
conferences allow more rapid communication and discussion 
of research results. Despite these benefits however, high travel 
costs often prevent potential attendees, in many cases students 
and distant researchers, from attending. 

The aforementioned limitations, along with others, of 
traditional scientific communication inspired us to create a 
CIML virtual community. The goal of the community is to 
create a place where scientists, students, and the general public 
can work together despite any of their geographic limitations. 
The next section briefly describes our initial efforts to create 
such a community and presents its current status. 

 

B. Current Status 
The CIML virtual community board membership currently 

consists of 25 people, which are well established researchers 
in the area. Thirteen members are form the United States and 
twelve are from other countries.  These members help in 
building the community and its various components. 
 Currently the main initiative is building The Computational 
Intelligence and Machine Learning community portal. The 
portal will serve as a medium to exchange data and software, 
as a professional networking platform, and as a source for help 
in obtaining educational materials. A screenshot of the main 
page of the portal is presented in Figure 1. The portal’s core 
development team consists of two professors from the 
University of Louisville, one professor from George Mason 
University, and three students from the University of 
Louisville. Despite its youth, the community is already 
accepting submissions of CIML software. The software goes 
through a review process similar to that used by scientific 
journals, and upon its acceptance is published on the portal. 

III. COLLABORATION WITH THE MEDICAL COMMUNITY 

A. Goals 
Healthcare is an area with diverse problems, types of 

datasets, and study objectives. Researchers in the medical and 
general healthcare domains frequently use popular statistical 
methods, but are not familiar with the wide range of methods 
and tools available in CIML. Moreover, current physicians in 
training are asked to do research. Also the challenge of search 
for solutions drives the senior physicians to conduct research. 
The power of a collaborative would empower them to 
compare the data sets and results they have with others 
researching similar issues around the core problem. 

National collaborations in Oncology, for example, have 
shown the importance of networks. These collaborations are, 
however, only possible in a few heavily funded fields. Partly 
owing to the success of such collaborations, areas like clinical 
research increasingly depend on multicentered studies. 
Networks that allow collaborations in similar or overlapping 
areas would be particularly advantageous and allow large 
collaborations to develop, especially in areas not traditionally 
well funded. Access to the CIML virtual community would 
facilitate this process tremendously by connecting individual 

physicians, assigned representatives, and geographically 
distributed experts. Even down to individual practices, an 
environment of ongoing case review and outcome analysis 
leads to an environment of data driven changes, which is 
advocated by multiple organizations including the Institute of 
Medicine. These measures are often taken on a small scale, yet 
improvements have lead to their having substantial impacts. 
Application of advanced analytical tool may still not 
necessarily occur, however, as resources or research staff may 
be lacking knowledge or resources.  Useful presentations and 
publications of this type may not be in the mainstream 
journals of the discipline. Collaboration within the CIML 
virtual community could lead to larger scale review of similar 
cases or scenarios, a more robust meta-analysis of data, which 
in turn could lead to more defined strategies to improve 
outcomes.  Consequences of such a large, open, and more 
diverse community would include availability of immediate 
feedback from peers, as well as immediate dissemination of 
successful strategies. Therefore, research results obtained by 
using CIML in healthcare have the potential for a very high 
impact. 

Concluding from the discussion above, healthcare is a 
domain in which CIML tools and virtual collaboration could 
yield significant results. 

  

B. Examples of Possible Applications 
The first example concerns managing nosocomial 

infections, an important step in reducing overall morbidity and 
mortality rates. By the careful logging of critical variables, 
measures undertaken, and incidence of such infections, 
comparisons in specific patient populations, institutions, or 
approaches would be possible on an ongoing manner and in 
real time. Moreover, measures associated with lower rates can 
be readily identified. Sharing of such data would allow 
powerful analysis on large sample sizes, and identify potential 
risk factors that would otherwise not be recognized. While 
identification of outstanding institutions and approaches 
would occur readily, subtle gains as well as major 
breakthroughs from a myriad of approaches could also be 
more quickly identified and adopted by others.  Therefore, 
application of CIML tools available within the virtual 
community would allow previously impossible analysis of 
nosocomial infections data. 

Another example concerns reflux disease and asthma. These 
two diseases commonly coexist. Recently, the ability to 
identify acidic (pH<4), weakly acidic (pH<4≤7) or alkali 
(pH>7) reflux and level up to the upper esophagus has been 
possible using combined impedance and pH probe studies. 
Furthermore, the ability to detect microaspiration has 
improved with the recent advent of airway pepsin as a 
biomarker of gastric aspiration.  The potential role of pepsin as 
a cause of irritation, inflammation needs to be evaluated along 
with other gastric fluid constituents or properties including 
acidity, hypotonicity, and even bile or microbes. Using cough 
as a defined event in asthma, we studied 117 children with 
asthma to assess pH of refluxate immediately prior to a cough. 
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In a subset who had bronchoscopy, we assessed the prevalence 
of pepsin positivity in the airway. There were 27 attributes in 
the core study. Some attributes related to severity of asthma, 
based on need of medications to control asthma, and measures 
such as spirometry. This is a composite score because with 
young children, spirometry is not available, and their 
classification may be less robust. Additional attributes 
emanate from impedance pH probe studies. These are studies 
carried out over 18 to 24 hours, with or without acid 
suppression.  We look at characteristics of reflux, as well as 
correlation with any symptoms. These results are collected by 
the physician after manual review or electronically from the 
software. Specific elements are entered into a database. 
Several attributes help relate characteristics of reflux and 
subsequent symptoms. Normative scales are used to assess 
categorical interpretation of the studies as normal or abnormal 
by the physician. Other attributes collected include symptoms 
that suggest gastrointestinal reflux, evaluation results of any 
tests for reflux, and pulmonary symptoms over time. These are 
collected at bedside and entered in an electronic medical 
record. The relevant information is then parsed and transferred 
to a database. In a subset who had undergone bronchoscopy, 
description of the airway in terms of inflammation, narrowing 
or other lesions, as well as data from airway washings for 
pepsin activity were collected. This data comes from studies 
performed by pulmonologists at a separate time point to 
impedance study, and are collected via chart review (these are 
performed at separate institutions with varied electronic record 
systems, hence the need for a manual review and entry). For 
part of the data collection, entry into paper forms was 
performed, which can later be scanned into an electronic 
format. 

By using a CIML approach, predictors and determinants can 
be derived from additional historical information. In 
prospective phases where interventions are planned, the 
multiple factors affecting asthma would be possible.  These 
include psychosocial, seasonality, allergy, and a clinical 
course over a lengthy timeline that would allow small changes 
to be detected. Such an approach could also elucidate the 
potential role of reflux and microaspiration on wheezing 
infants and toddlers, interstitial lung disease, and other chronic 
lung diseases. Likewise, potentially significant results can be 
obtained in patients with poorly protected airways, including 
in national and pediatric intensive care unit populations. 
Finally, the role of pepsin in other etraesophageal 
manifestations of reflux, such as laryngitis, otitis media, and 
perhaps sinuses could be elucidated. As a result, predictive 
models could be created to offer point of care decision 
support. 

 

C. Methodology 
Healthcare researchers interested in applying CIML tools to 

solve problems in their field of study can utilize tools, 
methods, and expertise available at the community’s portal.  In 
general, we can assume that they have some data to be 
analyzed. Such data can come in many different forms: 

structured (from existing databases), text, images, time series 
(e.g. EEG), and others. There is often a background 
knowledge associated with the particular domain in the form 
of prexisting models, rules, ontologies, dictionaries, 
hierarchies, etc.  

Once the data and possible background knowledge is 
available, the user needs to define the problem of interest. This 
is one of the most difficult parts of the process as it requires 
mapping of sometimes very vague problem description into 
the CIML methodology. For example, the statement “I want to 
find out what are possible reasons for chest pain among my 
patients” is too imprecise to be directly addressed by CIML 
tools. It needs to be translated into the right problem such as 
classification, clustering, or optimization. This process should 
be supported by a series of questions that correspond to entries 
illustrated in the Figure 2. 

 
 

Identify Data

Identify type of 
data (e.g. text, 

images, values)

Identify CIML 
problem (e.g. 

clustering, 
classification)

Select applicable 
CIML tools

Provide user with 
tools and their 
descriptions

Tools and 
descriptions 
sufficient?

Get results

Identify CIML 
experts to help 

solving the 
problem

Yes

No

 
 
Figure 2: Steps in selecting CIML tools. 

 
 
Interaction with the CIML community portal should lead 

users to: 
 

• Selection of relevant CIML tools 
• Access to relevant tutorials and articles 
• Contact information for CIML community members whose 

area of expertise is relevant to the considered problem. 
 
The key word in the above is “relevant” because the portal 

should guide users through its resources. The healthcare 
researchers may then access and apply the selected tools to 
obtain actual results. The complete process is illustrated in 
Figure 3.  Because a significant part of the data in medical 
records is stored in the form of text (e.g. diagnoses 
information), we emphasize it in the below diagram. Using 
text recognition tools it can be transformed into structured data 
that’s viable for further analysis. 
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Figure 3: Diagram of a general methodology for choosing 
applicable CIML tools in medical domain. 
 

IV. COLLABORATION WITH OTHER DISCIPLINES 
While the medical domain provides an important area of 

application of CIML tools, there is also great potential for the 
CIML community to impact other disciplines. The fact that 
scientists from various disciplines may be interested in 
applying methods developed within CIML does not require 
much justification. It is sufficient to look at the content of 
conferences and journals in both CIML and other disciplines 
to discover a wide range of current and potential applications.  
The methodology for collaboration between the CIML 
community and health care researchers presented in the 
previous section can be generalized to other disciplines as 
depicted in Figure 4. The key part is generalization of the most 
important modules, namely selection of applicable CIML tools 
and experts. Creation of such a module to work across 
disciplines will require creating an adaptive methodology that 
will be able to automatically incorporate new community 
members and software tools submitted to the community. 

The methodology for enabling collaboration between CIML 
and any other discipline is the same. The challenge is to adapt 
terminology used by the portal to what is easily understood by 
users at different levels of CIML knowledge. Researchers in 
different fields, or even in the same field, tend to use different 
terms when talking about the same things. 

A potential solution to the above problem is to create 
ontology of terms used in computational intelligence and 
machine learning, and then map it onto terms used in different 
disciplines. Thus, experts from different disciplines would be 
asked questions using their own domain-specific language. 
 
 

 
 
Figure 4: Diagram of a general methodology for choosing 
applicable CIML tools across disciplines. 
 

V. CONCLUSION 
Benefits from multidisciplinary collaboration within 

computational intelligence and machine learning are 
numerous. Researchers working with multiple disciplines 
clearly benefit from the access to state-of-the-art CIML tools, 
their descriptions, articles, and researchers. On the other hand 
CIML researchers benefit by having the possibility to drive 
research by real world problems. It is our intention to initiate 
and support multidisciplinary collaboration whose central part 
is development and use of CIML tools and methodologies.  
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Abstract—In a virtual organization, the interaction of its
members for any purpose generates a sequence of activities
referred to as a workflow. This paper seeks to identify the work-
flows needed for the Computational Intelligence and Machine
Learning Virtual Organization. The underlying architecture of
the repository should support these workflows in a smooth and
efficient manner.
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machine learnining

I. INTRODUCTION

IN a companion paper [1], a vision for a collaborative virtual
organization (VO) for the Computational Intelligence and

Machine Learning (CI-ML) community was introduced. The
purpose of this VO is to provide a portal for peer reviewed
software, algorithms, tools, data, and models. Members of
the VO are allowed to review submitted content from outside
developers and determine if it is acceptable for redistribution
in the organization’s repositories. Outside learners are allowed
to access this content for educational purposes. In a VO, the
interactions of the different types of users that utilize computer
resources generate a sequence of pre-defined activities known
as workflows.

Workflows have been widely discussed in the develop-
ment of virtual organizations. The work of Khoshafian and
Buckiewicz [2], describes their consideration of workflows
in collaborative computing. In the area of machine learning
and distributed AI, Singh and Huhns [3] laid out challenges
for cooperative computing. With agents they handled issues
of workflows in the computing task. More recently, we see
examples of workflows in cooperative, collaborative com-
puting in bioinformatics, computer security applications, text
mining and other large scale applications. Java based agent
technologies have enabled smoother software engineering
tasks for the infrastructure of virtual organizations [4]. Even
assessment processes, which has many factors in common
with reviewing, has seen the need for workflows in com-
puter supported collaborative tasks [5]. Dennis Gannon and
his associates identify workflows for e-science [6] which is
clearly an aspect in CI-ML. At the January 2008 workshop
titled “Building Effective Virtual Organizations” hosted by the
National Science Foundation, Marru, Gannon and Plale [7]
gave a presentation to identify the role of workflows in e-
science.

1University of Louisville, Louisville, KY
2George Mason University, Fairfax, VA

The workflows for the CI-ML VO are categorized as:
sharing data, sharing software resources, sharing computa-
tional resources, education and networking. These workflow
categories, while common for many other VO’s, gain some
unique qualities when applied to CI-ML. These qualities were
considered at the NSF workshop to identify many established
and emerging VOs and their characteristics. A common char-
acteristic is that each VO has a domain of application, in
which most of the members of the VO are familiar. The
infrastructure being established by the VO should nurture
and sustain the regular and evolving activities of the VO.
Therefore, the lifecycle of the many workflows in a VO should
be considered in detail.

The life cycle of a workflow identifies the resources and
interactions between a sequence of logical activities. The
computing resources set up for each interaction within the
VO is dependent on how these interactions are identified.
These interactions are easily defined as a use case to describe
how a type of system user is able to interface with the
rest of the system. A use case is usually defined with an
actor, which can be considered as a user or subsystem, and a
definition of acceptable behaviors across system boundaries.
The formal definition of all possible use cases for a particular
actor is important due to implications on system security and
information assurance. The collection of use cases define the
functional requirements for the VO and define the services it
provides. Given the functional requirements and its accompa-
nied workflows a software architecture can be created that is
modular and scalable.

The importance of creating workflows has major implica-
tions for the future growth of a VO. Considerations for the CI-
ML VO were made to allow its expansion given the addition
of new functional requirements and use cases. This forced the
software achitecture to be well defined to accomodate these
changes while having minimal impact on the system as a
whole. This paper will discuss these workflows, their impact
on the software architecture, and security issues to accomodate
the use case requirements.

II. WORKFLOWS ENVISAGED

The goal of the CI-ML VO is to create a community that
will eventually become a place where researchers, students,
and the general public come to seek information about compu-
tational intelligence, machine learning, and related topics. The
section below discusses the scenarios in which workflows are
needed. These scenarios are then considered for the workflow
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categories: sharing data, sharing software resources, sharing
computational resources, education and networking.

A. Scenarios

There are a wide variety of evolving scenarios for the VO.
The main focus will be on the sharing and collaborative efforts
among users of the system.

Most researchers in CI-ML, as in any other research com-
munity will review scholarly publications in monographs, e-
journals, journals and conferences. If the content for review is
not familiar, researchers seek other work that is closely related.
This activity results in a variety of tasks associated with
reviewing and referring. If it is a new method or algorithm,
the researcher may even try out the method or tool on a
familiar problem, before taking further action. If there is an
associated software package, depending on the complexities
of the package further workflows would ensue.

A researcher may seek to collaborate with other reviewers to
assess a contribution. In this case, the researcher must establish
the compatibility of the datasets with the proposed tools and
domains. If needed, datasets will be transformed to enable
appropriate tools to be used. Subsequently, comparative results
require normalization for fairness in evaluation. Benchmarks
often provide frameworks for this task.

When developing a new method, use of known software
toolsets in the composition of proposed methods brings in
additional considerations of software versions, licences, per-
missions, languages used and operating system environments.
Through dialog in the CI-ML community, the researcher can
obtain appropriate components for the proposed new method.
This dialog process generates yet another appropriate work-
flow that should be facilitated in the emerging VO for the
CI-ML community.

Established VO’s such as those in genomics have already
standardized processes for access to shared community re-
sources. However, due to serious considerations of intellectual
property (IP) and concern for prior disclosure, even queries
have to be conducted in a secure non-disclosure proof envi-
ronment. These concerns will also carry over to the emerging
CI-ML VO, atleast where software tools are concerned.

Based on these scenarios, we have identified basic top
level categorization of broad use cases for a review process.
These are from a member submitter’s perspective and from an
administrative perspective.

B. Categories

The five workflow categories of the VO are: sharing data,
sharing software resources, sharing computational resources,
education, and networking. Listed below are the various
activities and processes for each category. Each element in
a category defines a workflow along with the interactions
between elements. The permutations and combinations of the
interactions are too numerous to be listed. This highlights
the importance of defining an element as independently as
possible. For example, proposing a new algorithm may require
the use of many other processes but these do not need to be
considered.

1) Sharing Data: The sharing data category encompasses
the requirement that the VO handle algorithms, data, and
models [1]. An outside developer has the ability to make a
proposal for one of these types for review with a VO member.
For example, when a new algorithm is proposed, a set of
testing procedures must be defined for verification.

These are the activities and processes for the category:
• Proposing a new algorithm, data, or model. The proposal

of a new elements initiates the review and testing for the
user’s submission.

• Reviewing/Testing
– Benchmarking
– Comparison with other methods/data
– Scaling for real problems
– Storing associated data
– Accessing relevant data
– Provide collaborative review of results
– Data format transfer issues

2) Sharing Software: The sharing software category en-
compasses the requirement that the VO handle software and
tools [1]. An outside developer can propose software in either
its source code or executable form for review.

These are the activities and processes for the category:
• Finding quality software
• Making modules work together
• Check for language syntax/formatting/documentation is-

sues
• Evaluate appropriateness for the CI-ML domain
3) Sharing Computational Resources: Computational re-

sources for the system must be protected and managed cor-
rectly. Given that computational resources can be released,
workflows must be defined for control.

• Working towards an open Framework development for
large scale application

• Allowing diverse distributed resources/grid approach, etc.
4) Education: A future goal of the VO is to allow the

collaborative sharing of educational content.
• Activities for generating, posting, updating Tutorials
• Creation of Frequently Asked Question (FAQ) sections
• Utilizing newer modes, such as access of multimedia

content
5) Networking: Another future goal is to allow members,

developers, and learners to collaborate and network together.
• Identifying focused CIML interests among members
• Providing channels of communication among members

The above workflows are substantially complex and the archi-
tecture should accommodate the workflows productively. As
we move towards identifying appropriate architecture, issues
of security and priorities for work flows take center stage. The
next two sections briefly address our approaches towards these
tasks.

III. CURRENT VO ARCHITECTURE

The basis for the current architecture for the CIMLVO is
from Martin Folwer’s book for Patterns of Enterprise Architec-
tures [8]. Three principal layers are identified for presentation,
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services, and data access. These are created in order to divide
responsibilities into smaller more manageable entities. For ex-
ample, the required workflows for the presentation layer have
a differing focus than the data access layer. This separation of
concerns promotes modularity throughout the system.

The presentation layer has the responsibility for providing
a user interface for the application. Given that this is a virtual
organization, the presentation layer will be accessible through
the World Wide Web and the services that the VO provides
are defined through this gateway. The responsibilities for its
workflows are focused with interacting directly with the user.
For example, when the user types in an invalid input, a process
is defined to display error messages. The presentation layer has
a direct dependency to the service layer.

The service layer provides all of the application logic or
business logic. The previous section has defined the major
workflows that are implemented in this layer. If the presen-
tation layer needs to access a table in a database, the service
layer will provide the functionality through its dependency
with the data access layer. Most workflows originate for
this layer in the architecture because it provides all of the
foundational logic for the entire system. This layer is divided
into smaller managers that further modularize functionalities.
For example, the submission manager allows submission of
new content.

The data access layer gives access to any persistent storage
that is needed. For example, if direct access is needed for a
database. The VO uses a database for persistent storage and
has an object-relational mapping (ORM) for interacting with
the database. This provides a nice abstraction layer so that
specific knowledge of the storage method is not needed.

The VO is coded in Java® and hosted inside a Java
Application Server. The application server is responsible for
the handling of requests and instantiation of workflows. The
server generates a finite number of threads for new requests
and responds accordingly. The number of concurrent threads
is variable and can be changed to fit the needs of the VO. It is
important to maintain this property by monitoring the needs of
the system and providing the necessary system improvements.

IV. SECURITY ISSUES

The workflow architecture for the VO should contain ex-
plicit requirements for the management and enforcement of
security and privacy of sensitive information. The workflows
must be implemented in a way to guarantee that the function-
ality of the network does not override any security concerns.
More specifically, workflows should enforce three principals
for the VO: integrity, authorization, and availability [9]. These
properties become exceedingly more important because the
VO typically handles sensitive data and protected functional-
ities.

A. Integrity

The VO secures its workflow tasks by assigning each user
a set of roles that classify the user’s responsibilities. The
layered structure of the software architecture helps by dividing
the Service/Workflow layer from the Data Access layer. The

Service/Workflow layer maintains data integrity by correctly
defining workflows and maintaining user responsibilities.

A role based security model provides many benefits because
it reduces complexity and can easily be incorporated with
existing technologies. Most importantly it allows the system
to run by the principal of least privilege, where the minimal
set of privileges is allowed to execute [10].

B. Authorization
Each role within the VO has permission to perform a set

of defined responsibilities on the data. The originating paper
describing the VO [1], discusses a layered model for access of
developer’s submission. The figure below shows the layered
nature of the submission network.

The most basic VO roles are defined as: Learner/User,
Developer, and Member. The responsibility of each type of
basic VO user is a subset of the responsibilities for a higher
layer. The basic roles can be defined as:

U ⊆ D ⊆ M

where

U = Responsibilities of Users/Learners

D = Responsibilities of Developers

M = Responsibilities of Members

A more complex set of roles can be assigned to a VO
user to handle administration duties. For example, an editor
role exists that has the ability to assign a review to an
appropriate member. There are many disjoint administration
roles than contain smaller responsibilities. This is done to
provide flexible management of the VO, which has the ability
to grow to a very large size. It is vital to plan for future growth
by allowing micromanagement of the VO. All administrative
users have the same responsibilities as developers but are not
required to be members.

Using this methodology, integrity is maintained by allowing
data manipulation to occur by responsible VO users. Each role
within the VO interacts with the Service/Workflow layer of
the VO software architecture. The Service layer is responsible
for maintaining the authorization and data integrity. It then
interacts with the Data Access layer for data access and
modification.

C. Availability
An important part in the development of a workflow is that

required resources are available upon request. The workflow
must be able to execute within a reasonable amount of time
so that the VO can function reliably. A secure workflow that
provides the availability property is defined as: For every task
there must be at least one agent who is able to execute the
task [9].

The availability property is also maintained by proper
testing of workflow logic. The distributed and concurrent
nature of the VO requires analysis of the workflow to avoid
negative symptoms like dead-lock. Thorough unit, integration,
and system testing is required for verification that all three
principals are maintained.
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V. CONCLUSIONS

It is well known that in any networking activity, com-
plexities of workflows and tasks increase as the number of
interacting entities increase. For an emerging VO, it is essential
to maintain coherence of the activities to its stated goals and
purpose. The community must evolve a mechanism to make
adjustments and adaptations. Portals are established for this
purpose, which allow filtering of activities. The modular and
layered approach will allow new workflows to be integrated
into the architecture, with careful consideration. As long as the
main focus is to nurture the VO community, these additions
and adaptations can be accommodated.
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Abstract – Virtual communities are viewed as large-scale 
complex systems operating between populations of humans and 
computers. We analyze these systems using neuropercolation 
theory, thus extending previous results based on studying 
spatio-temporal neurodynamics in brains. Phase transitions in 
spatially extended networks play critical role in robust 
functioning. We argue that optimally designed human-computer 
networks must operate near criticality, thus generating the 
desired fast and reliable operation at large-scales.   

 
SUMMARY 

 
ODAY we can witness a paradigm shift in science and 
technology due to the enormous complexity of the 
problems researchers attempt to rigorously analyze using 

powerful digital computers. Virtual communities were 
nonexistent just a few years ago, but they have explosively 
expanded in recent years. Virtual communities are examples 
of large-scale complex systems with emergent behaviors 
between humans and computers. The forefront of research in 
this field explores human cognitive functions, both in 
individuals and in populations of individuals [8, 11, 14].  

These are highly nonlinear and nonstationary systems and 
traditional mathematical tools have limited success in 
analyzing them. Methods of discrete mathematics, 
combinatorics, statistics, and the theory of random graphs 
and networks are especially useful in describing such 
complex phenomena. Scale-free random graphs and 
networks pose very difficult mathematical questions. There 
has been rather little rigorous mathematical work in this area. 
Progress has been made with scale-free random graph 
models of large-scale real-world networks. Significant novel 
results concern inhomogeneous random graphs and their 
general scaling properties [3]. There is a yet inadequate 
modeling of dynamic behavior of large-scale graphs 
influenced by complex topology. Novel mathematical tools 
are required to rigorously describe these phenomena. Initial 
steps to this direction are indicated in [4]. 

This work is based on the studies of brains as large 
networks in the framework of neuropercolation theory, and 
extends these studies to networks formed by brains and 
computers [9,10,12]. There is a critical link between 
mesoscopic brain activities manifested in the form of wave 
packets, and macroscopic activities involving the entire 
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hemisphere, measured by brain imaging using fMRI, PET, 
SPECT, EEG and EMG.  The waves often have large-scale, 
highly textured spatial patterns of cortical activity. 
Synchronization manifests continuous distributions of 
activity [8, 11, 13] in cortical neuropil that modulate firings 
of selected neural networks [5-7].  

Neuropercolation theory offers a fresh beginning, in which 
the discreteness of network connections can be approximated 
with numerical representations in percolation theory [9, 13]. 
It is readily adapted to describing microscopic, mesoscopic, 
and macroscopic levels, and the relations among spatial and 
temporal variables between levels in phase transitions. 
Modeling of structural and functional connectivity by 
neuropercolation theory is well advanced, particularly in 
modeling the interplay of long connections, inhibitory 
feedback, and additive noise in the genesis of self-regulated 
spontaneous activity of large nets of nodes at the mesoscopic 
level.  

The results obtained based on brain studies can be 
generalized to the description of various networks, including 
collaborations, school friendships, mobile phone calls, word 
associations, protein interactions. The explored graphs 
demonstrate that the web of modules has highly non-trivial 
correlations and specific scaling properties [1, 15]. Statistical 
features of populations have been analyzed and clustering 
properties described [2, 12] leading towards a much needed 
step to uncover the modular structure of complex systems. 
Efficient techniques are introduced to explore overlapping 
communities on a large scale.  

Due to the highly interdisciplinary nature of virtual 
communities and large-scale human-computer networks, 
major advances must be made in identifying the common 
language across disciplines, which include physical, 
biological, social, and behavioral networks. This 
workshop can play an important role in that direction. 
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Comparison of Learning Methods: Pitfalls and Challenges 
Vladimir Cherkassky and Wuyang Dai 

 

EXTENDED ABSTRACT 
 
 
      The growing importance of discovering regularities in 
observed data in many applications has led to a number of 
diverse data-analytic methodologies, such as Pattern 
Recognition, Machine Learning, Data Mining, Artificial 
Neural Networks etc. Most algorithms developed in these 
fields pursue the goal of estimating (learning) predictive 
models from available data. Such a predictive model is then 
used for prediction with new (test) inputs. The prediction (or 
generalization) performance of a model can be objectively 
evaluated using an independent test set. Over the past 10 
years, hundreds or maybe thousands of new learning 
algorithms have been proposed. Typically, introduction of a 
new algorithm includes empirical comparisons suggesting 
that the proposed method is ‘better’ (in terms of 
generalization performance) than already existing methods.  
Remarkably, the process of inventing new algorithms 
continues at a rapid pace, even though it is logically 
inconsistent to have hundreds of ‘best’ algorithms. A closer 
inspection of empirical comparisons used to justify new 
learning methods suggests that: 

(a) Often the experimental procedure (used for 
comparisons) is poorly designed (or not described 
at all). 

(b) The authors of a proposed learning method put 
special effort in tuning its parameters.  

(c) Sometimes comparisons fail to differentiate 
between resampling error (used for model 
complexity control) and true prediction error. 

(d) Comparisons fail to account for the fact that 
generalization performance always depends on  
statistical characteristics of the data (such as sample 
size, amount of noise etc.).  

This paper describes issues arising in empirical comparison 
of learning methods, and illustrates potential pitfalls via 
simple examples. 
 
Inductive Learning Setting: 
 Our discussion starts with a brief review of inductive 
learning setting underlying most learning algorithms.  
Standard inductive learning [3,4,5,6] attempts to estimate a 
model or function  f  which maps an input vector Xx ∈  to 
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an output Y∈y . This model is selected from a set of 
possible models parameterized by a general set of 
parameters . Estimation (or learning) is performed using 
finite training samples that are identically and independently 
generated from an unknown probability distribution 

  The goal is to find the best function f such that 
the expected loss 

),( wf x
w

).,( yP x

∫= dydyxPywfLwR xx ),()),,(()(  

is minimized. Here  denotes a loss function  
appropriate for a given application (i.e., classification error, 
squared loss etc.). This standard inductive learning setting 
implies that: 

)),,(( ywfL x

(a) the model is estimated using only finite training set. 
(b) Prediction accuracy is estimated using large test 

set. 
In practice, test set is finite (at best) or not available (at 
worst). In the latter case, prediction accuracy is usually 
estimated using resampling of available training data. As a 
result, estimated prediction error always depends on selected 
resampling procedure and pure luck. Remarkably, many 
empirical comparisons do not give any details of the 
resampling procedure.  
 Further, prediction performance of a method is strongly 
affected by implementation of model selection, i.e. tuning of 
method’s parameters, such as the value of k in k-nearest 
neighbors, the number of hidden units in MLP networks, 
regularization parameter C in SVM etc. These parameters 
are typically selected via resampling. However, different 
implementations of resampling, i.e. leave-one-out vs 5-fold 
cross-validation may yield different model complexity. 
Unfortunately, detailed description of the experimental 
procedure for model selection is (almost) never reported.  
 
High-Dimensional Data: 
Particular issues and challenges arise with application of 
learning methods to sparse high-dimensional data. Such a 
data is common in biomedical applications, imaging, text 
categorization etc. These applications usually favor simple 
and robust methods such as k-nearest neighbors, linear SVM 
and linear discriminant analysis. Due to sparseness of such 
data, clear and detailed description of resampling procedure 
used for comparisons becomes especially important. 
 
Non-Standard Learning Settings: 
Many recent powerful algorithms do not follow standard 
inductive setting. For example, transduction and semi-
supervised learning incorporate the knowledge of x-values 
of test data into learning.  Comparisons involving such non-
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standard learning formulations are especially challenging 
because: 

(a) one has to clearly understand underlying 
assumptions of these non-standard formulations vs 
assumptions used in inductive learning. 

(b) Such new formulations have more tuning 
parameters, which makes model selection more 
difficult. Hence, performance estimates become 
especially sensitive to resampling procedure used in 
comparisons. 

      We discuss in detail several examples of non-standard 
learning setting where the training data includes additional 
(group) information. This leads to new learning settings 
known as Multi-Task Learning [1,2,8] and Learning with 
Structured Data (aka SVM+) [7], as discussed next. 
Suppose that training data can be represented as a union of t 
related groups, i.e. each group  contains 

samples independently and identically generated from a 

distribution  on . Therefore, available data is a 
union of t>1 groups:  

],..,2,1[ tr ∈

rn

rP YX ×

}},{},...,,{{},{},,...,1},,{{
11 nrnr rrrrrrrr yyYXtrYX xx==

 and can be though as samples identically and independently 
generated from the distribution .  rtr PP ,..1=∪=
        If the group labels of future test samples are not given, 
the problem is “Learning With Structured Data (LWSD)” 
formulation [7]. In this formulation, the goal is to find one 
best mapping function f such that the expected loss 

∫= dydyPywfLwR xxx ),()),,(()(  

is minimized. Note that even though the expected loss is in 
the same form as in the supervised learning setting, the 
difference is that in supervised learning setting P is 
unknown, while in LWSD, P is a union of t sub-
distributions.  
       On the other hand, if the group labels of future test 
samples are given, the problem is Multi-Task Learning 
(MTL) problem [1,2,8]. The goal in multi-task learning is to 
find t mapping functions  such that the sum 
of expected losses for each task  

},...,,{ 21 tfff
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=

=
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r
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is minimized. Figure 1 illustrates that standard supervised 
learning, multi-task learning and learning with structured 
data handle training and test data in different ways. 
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Figure 1: Inductive leaning, Multi-task learning, and 
Learning with structured data use different ways to handle 
training and test data.  
 
       “Learning with structured data” formulation and multi-
task learning formulation are similar in the sense that they 
all try to exploit the group information. However, there are 
several important differences: (1) LWSD comes out one 
model, while MTL comes out t models; (2) LWSD does not 
require group membership of new testing data, but MTL 
does require that. Let’s consider two realistic application 
problems that distinguish the two formulations. One 
example is handwritten digit recognition, where the training 
data originates from t persons (each person provides labeled 
examples of all 10 digits). Then goal 1 (LWSD) is to find a 
classifier that can generalize well for other (previously 
unseen) samples written by these people (we don’t know 
who writes this test samples). In contrast, goal 2 (MTL) is 
improved generalization for each person who contributed to 
training data (ie. group membership for future samples is 
known). Another application example is fMRI data analysis 
or more generally, medical diagnosis. Here you try to 
estimate a predictive model (predict/diagnose a disease)  
from the training samples from t patients. Then goal 1 
(LWSD) is to find a predictive model that has good 
generalization for other (new) samples from these patients, 
whereas the goal 2 (MTL).  
      We show empirical comparisons between different 
learning approaches for utilizing group information in the 
data. In particular, we compare: 

- multiple SVM approach where a separate SVM 
classifier is estimated for each group 

- SVM+ approach implementing LWSD setting 
- SVM+MTL implementing multi-task learning 

using SVM+ methodology [9]. 
Comparisons are performed using synthetic data. 
Comparison results indicate that there is no single winner, 
and that relative performance strongly depends on the size 
of training data set. 
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Extended Abstract 

 
The electric power grid is faced with deregulation and an 
increased demand for high-quality and reliable electricity 
for our digital economy, and coupled with 
interdependencies with other critical infrastructures, it is 
becoming more stressed. The power grid control essentially 
requires a continuous balance between electrical power 
generation and a varying load demand, while maintaining 
system frequency, voltage levels and the power grid 
security.  However, generator and grid disturbances can 
vary between minor and large imbalances in mechanical and 
electrical generated power, while the characteristics of a 
power system change significantly between heavy and light 
loading conditions, with varying numbers of generator units 
and transmission lines in operation at different times.  The 
result is a highly complex and non-linear dynamic electric 
power grid with many operational levels made up of a wide 
range of energy sources with many interaction points. Thus, 
calls for fast and advanced modeling, control and 
optimization techniques. The dynamic stochastic 
optimization (DSO) of the electric power and energy 
systems and its parts can be formulated as minimization 
and/or maximization of certain quantities. Intelligent 
systems technology have an important role to play in 
carrying out DSO to improve the network efficiency and 
eliminate congestion problems without seriously 
diminishing reliability and security especially as the wind, 
solar and other forms of energy sources, which are 
intermittent, are integrated to the electric grid. 
 
Computational intelligence is the study of adaptive 
mechanisms to enable or facilitate intelligent behavior in 
complex, uncertain and changing environments. These 
adaptive mechanisms include those artificial intelligence 
paradigms that exhibit an ability to learn or adapt to new 
situations, to generalize, abstract, discover and associate [1]. 
The typical paradigms of CI are neural networks, fuzzy 
systems, swarm intelligence, evolutionary computation and 
artificial immune systems. These paradigms can be 
combined to form hybrids algorithms [2]. 
 
Recently, computational intelligence techniques have 
received increasing attention in the area of modeling, 
control and optimization of power and energy systems. 

Power System Stabilizers (PSSs) are used as supplementary 
control devices to provide extra damping and improve the 
dynamic performance of the power system. Two bio-
inspired algorithms, a Small Population based Particle 
Swarm Optimization (SPPSO) and Bacterial Foraging 
Algorithm (BFA), for the simultaneous design of multiple 
optimal PSSs has been investigated by the author in [3]. 
SPPSO is capable of exploration and exploitation like 
particle swarm optimization. The involvement of a number 
of stages in BFA greatly reduces the possibility of getting 
trapped in the local minima during the search process. This 
approach is an effort towards determining efficacies of 
small population based algorithms as a first step towards 
online optimization. These algorithms are selected in an 
effort to reduce the computational burden. 
 
Adaptive critic designs (ACDs) are neural network designs 
capable of carrying out dynamic optimization, under 
conditions of noise and uncertainty. This family of ACDs 
brings new optimization techniques which combine 
concepts of reinforcement learning and approximate 
dynamic programming, thus making them powerful tools [4, 
5].  The adaptive critic method provides a methodology for 
designing optimal nonlinear controllers using neural 
networks for complex systems such as the power system 
where accurate models are difficult to derive. The author 
has demonstrated that such techniques have the potential for 
the design of optimal controllers for generators and 
compensation devices such as FACTS (Flexible AC 
Transmission Systems) [6, 7]. 
 
In order to truly identify the changing dynamics of the 
power grid at all times and provide the appropriate control 
actions, the high computational power for fast dynamic 
modeling capability is needed. Traditional neural networks 
require more time to learn the system dynamics compared to 
echo state networks [8]. Wide area control based on wide 
area monitoring is critical to ensure the stability and security 
of the power grid [9]. This even makes the more demand on 
the computational speed and capabilities. The possible ways 
to overcome the computational challenges for real-time 
online modeling and optimization of power and energy 
systems will be discussed at the workshop. 
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The author’s laboratory at the Missouri University of 
Science and Technology (Missouri S&T) – the Real-Time 
Power and Intelligent Systems (RTPIS) Laboratory - is 
developing computational intelligence techniques for the 

modeling, control and optimization of power and energy 
systems and numerous projects undertaken and currently in 
progress are depicted in Fig. 1. 
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Fig. 1 Projects at the RTPIS laboratory at Missouri S & T (http://rtpis.mst.edu).  
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