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Urbana, Illinois

ABSTRACT

The paper gives an outline of basic problems in-
volved in designing an inferential medical comput=-
er r~onsultant, and then discusses the methods of
imp: . menting deductive and inductive capabilitles
of such a system. To implement the latter capa-
bilities the paper advocates logical methads
(specifically methods employing concepts of a
variable-valued logilc system) rather chan statis-
tical or syntactic methods which are currently
most common,

1. INTRODUCTIOHN

The amount of diagnostic and therapeutic knowledge
exiscting today surpasses by far what a single phy-
siclan or a group of physicians can encompass even
if they have a sizable library in their offices.
The situation 1s becoming worse as this knowledge
grows rapidly. An augmentation of a physiclan's
memory by developing computer medical data bases
i3 an important step forward, but in the long tun
it will not be sufficient. To improve the quality
of his declsion making a physielan will need a
medical computer consultant with significant in-
ferential and learning capabilicies,

By 'inferential capabilicies’ we mean deductive
and, as well, inductive capabilities. The deduc-
tive capabilities will allow such a medical com-
puter consultant (MCC) to apply various decislom
rules, stored in its data base, to the specific
new siruations in order te come up with a diag-
nostic, therapeutic or other advice. The induc-
tive capabilities will allow the MCC to modify,
generalize or determine various declsion rules
from new facta, observations, feedback information,
‘experience', et¢. By 'learning capabilities' we
mean capabilities to accept varicus facts and
rules, and to link them with already known facts
and rules.

A need for such an inferential computer consultant
is clearly seen from the following.

A data base without inferential and learning capa-
bilities would just be a bank of known speciiic
factes about diseases, therapy, disease-symptom,
therapy-symptom, and other relacionships.* BSuch a
system could answer only the questions directly
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'Medicine {8 a science of
uncertainty and an art of
probabifity."

Six William Qslen

related to the situations identical to those stored
in its memory, and would be useless for answering
queations related to any new situacions. A system
with deductive capabilities would be able to
answer questions related to new situations, but
only if decision rules pertinent to these new sjtu-
ations were available. 7To formalize and program,
however, all the known, usually very informal, i{n=-
tultive, and sometimes contradictive rules devel-
oped by the medical profession is a monumental
task. But even if such a task was achieved in a
certain point in time, the system would beceme
quickly obsolete, 1f it would not have inductive
and learning capabilities. The latter capabilities
will enable a system to learn rules from examples,
specific cases, to modify and update rules, using
feedback information to make new generallzations,
eta.

2. OUILINE OF BASIC PROBLEMS OF DESIGNING A MCC

Designing an inferential medical computer consult-
ant 1s a very complex task consisting of many dif-
ferent problems:

. Development of a system of programs for executing
learning and inferential processes, i.e., pro-
grams which

(1) can aceept, 'comprehend', and easily handle,
and also update wedical knowledge about
'symptom-disease', 'cause—effect', 'disease-
therapy' and other relationships (learning
capabilities)

{(2) can infer decision rules expressing these re-
lationships from given single facts, examples,
cases, ete. {indoctive capabilities)

{3) can advise, basad on the directly obtained or
inferred decision rules and the given in-
Formation about a patient, about diagnosis,
therapy, tests to assign or other medical
action (deductive capabilities)

*There are approximately 6000 disegses and 20,000
medical symptoms and measurements. Wwith each dis-
ease, thare can be associated a large number of
known cases and facts, thus the development of 2
complete medical data base presents a very sericut
problem by itself.



Development of very convenient, simple and at-
tractive methods, devices, terminals and comput-
er language{s} for interactive communication
between physician(s) (alsa researchers and other
users) and the MCC.

. Development of a computer medical base consist-

ing of

(1) dara about patients (medical history, physi-
cal examination, laboratory tests, special
tests, diagnostic decisions, prescribed
therapy, resultisg changes of a patient's
health, etec.),

(2) diagnostic and thicapeutic and other knowl-
edge obtained fror pnysicians and medical
bocks,

(1) diagnostic and therapeutic knowledge (in the
form of decision rules) which MCC acquired
itself from given cases and examples (using
its learning and inductive capabilities).

An important property of such a data base must
be that the above knowledge is represented in a
form which is well suited for implementing de-
ductive, inductive and learning processes. It
should be noted, that the data bases being de~
veloped presently are not well suited for such
processes.

. Design of overall hardware configuration of the

system.

Design of overall software configuration of the
system (operating system, supporting programs,
ete. ).

. Security problems (different types of access to

the system for different users (dectors, re-
searchers, laboratery technicians, computer oper-
ators, ete.).

Communication of the system with extarnal com—
puter data bages.

Other problems, in particular lsgal problems.

(3) syntactic methods, which employ the concept
" of formal grammars and parsing techniquea

(4) logical methods, which describe declisien
processes in terms of concepts deveioped in
formal logic (blnary and multivalued).

The statlstical methods are of quite limited use-~
fulness for our task., Some of the difficulties
with these methods with regard to diagnostic deei-
sions were expressively described by Edwards*:

"...My frtends whc are expert about medical
records tell me chat to attempt te dig out
from even the most sophisticated hasplital's
records the frequency of association between
any particular symptom and any particular
diagnosis is next to impossible -- and when

1 rajse che guestion of complexes of symp-
toms, they stop speaking to me. For anaother
thing, doctors keep telling me that diseases
change, that this year's flu is different
from last year's flu, so that symptom-diseasae
records extending far back in time are of
very limited usefulness. Moreover, the ob-
servacion of symptoms is well-supplied with
error, and the diagnosis of diseases is even
more so; both kKinds of errors will ordinarily
be frozen permanently lnto symptom-disease
statistica. Finally, even if diseases didn't
change, doctors would. The usefulness of
disease categories is so much a functiom of
available treatments that these categories
themselves change as treatments change —— a
fact hard to ilncorporate into symptom-discase
statistics.

All these arguments against symptom-disease
statlstics are perhaps somewhat overstated.
Where such statisties can be obtained and
believed, obviously they should be used. But
1 argue that usually they cannot be obtained,
and even in those instances where they have
been obtained, they may not deserve belfef.”

We can sumuarize these difficulties as follows.
These methods

{1) require usually too much data-to estimata

3. CRITICAL REVIEW OF BASIC METHODS FOR IMPLEMENT- all the necessary class conditional proba-
ING INFERENTIAL AND LEARNING PROCESSES bilitiegh* i
The problems which are most theoretically diffi- (?) do not provide goal orlented descriptions of
cult are the problems of implementing inferential decision classes, e.g., descriptions which
and learning processes for medical decision making. use only variables (symptoms, measurementis,
In this paper we will restrict ourselves to a dis- signs, etc.), which are most adequate for
cussion of only these problems. Basic koown meth- describing each individual decision class.
vds which may be used for solving these problems (They use descriptions which use the same
can be divided into 4 groups: variables for describing all the classes,
i.e., these methods are 'constant decision.
(1) staristical methods, {.e., wethods based on space methods’, ratheé than 'variable deci-
statistical decision theory, inm particular sion space methodsa'). )

on the Bayesian theorem,

{2) analytical methods, which employ techniques

such as regression analysis, factor analysis, kIn ref. 2, pp. 139-151.
multiple discriminant analysis, linear and
polynomial discriminant funections, etc. *®Tt can be shown that in some situatioms these

methods may require more disease cases then number
of people who ever lived or live on our planet (M.
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(3) ignore 'cause-effect', structural and other
relationships which often exist among symp-—
toms, aigns, results of medical tests, ete.
(4) produce decision rules which are difficult
to comprehend by humans; the rules do not
relate well to human inferential processes.
(5) are often feasible only when independence of
tests, syoptoms, etc,, is assumed, which is
often too strong an assumption in real situ-
ations.®)

{6) do not give any insight how to divide deci-~
slon problems into ?u?systems. which, as
indicated by Patrictlwould be a necessity
for a large-acale system.

(7) produce decision rules which are not easy to
modify (in order, e.g., to accommodate new
information) or to correct (e.g., when some
errors were introduced in gathering statis~
tice).

(8) are primarily oriented toward sltuations de-
scribed by absclute and ratio variables;
they are not well suited for situations
where ordinal or nominal variables are used.

Analytical methods also are not particularly prom-
ising, since they share many of the above disad-
vantages. As an example of a rule produced by
such methods, cansidg{ thyroid index developed by
Overall and WilliamsV/using a factor analysis
method :

¥=0.8380X+1,4070X,+1.1780X,+1. 680X,
+0. 8440X s+1, 8450%s+1,3940X7+1.0690X,
-0.8780%3-0,8700X,4-2.7400%;1~0.1630K12
=0,4800%; 5-1,2790X;4,-1.0900%, 5=0,9010X,5
42.4350%) 9+1,6610% 1 o4+0,0251X,5+0.0043X;0
+0.0067%721-0.0036%;,-0.0075¥33+0.0260X;4
+0.0491X, ¢40.0456Xs¢ .,

where X, are various measurements and symptoms,
such as 'recent increase of sweating', 'dry puffy
coarse skin', "blood glucose’, etec.

The value of Y, computed for given X,, is compared
with two thresholds, and based on thé result of
this comparison the patilent Is assigned one of the
three diagnosis =-- hypothyroid, euthyroid or hyper-
thytoid.

Disregarding other features of this method, let us
observe that the above decision process has lictle
in common with the way humans make decisions.

Such a declsion rule seems to be dogmatic, it does
not give 'reasons' for a givea decision, it is
diffficult to check correctness of the rule, to
have the 'confidence' in such decisioms.

Syntactic methods alse seem to be not very prom-
1aing., They tequire that each decision clasa be
degeribed by a formal grammar.* But {t 1s not
elear how to construct such grammars. It 1s quite
difficult to construct the grammars from the

*3ee, e.g., paper by R. S, Ledley, p. 152 in the
book.

153

knowledge in medical books, and, on the other

hand, it seems unrealisecic that grammatical infer-
ence methods could be advanced sufficiently to
construct grammars automatically. Grammars are
also not eaay to modify, they require a sequential
process for evaluation, they don't give a 'degree
of confidence' in a decision, they are not adequate
for handling numerical informacion, etc.

The metbods from the above 3 proups cam, of conrse,
be quite useful in various specific situations, but
they do not seem to be adequate for providing the
basic philosophy for development of a large-scale
inferential MCC.

The methods which the author considers most prom—
ising here stem from the development of logic,
apecifically multi-valued logie.

In the next chapter we will give a brief outline of
inferential methods which are based og loglcal con-
cepts, in particular on the concept of a 'variable-
valued logic system'.

4. A LOGIC-BASED APPRUOACH TO IMPLEMENTATION QF
INFERENTIAL PROCESSES

4.1 General Remarks

In the loglc~based methods decision rules sre ex-
pressed as statements of a logic system. A deduc-
tion process consists of testing whether a specifie
input information satisfles conditiens implied by
the logical decision rules. An inductive process
consists of creating the general decision rules
(hypotheses) from the specific examples of deci-
sions and available problem knowledge.

A loglc system which seems to be very adequate for
implementing such proce?geg }g)a variable-valued
logic system called VLy.977# This system aszumes
that legic formulas and the varlables in them can
be assigned independent domains from which they
draw theilr values. Thus, the domains of foermulas
and variables may have different numbers of ele=-
ments and the elements may have different meaning.
Below are examples of VLj varlables (xy} and formu-
las (vy), and their domains.

Variables BDowmains

D({x,)={below normal, normal,

xl-'body temperature’
above normal}

x,="'sex' D(xz)‘{male, female}

x3=‘age' D(stﬂ{numbers of years)
Formulas

vy='biliary cirrhosis’ D(vl}-{not present, present}

{not present, moder-

v,="chrnic hepatitds’
< ate, severe}

D(vz)-

The definitlon, properties and VI formﬁla syntne-
8ls algorithms are deseribed in papersll ~13)7 Here
we will give only an informal outline of VLj and
then, in the next section, will illustrate ilts ap-
plication by some results from an experiment on the
diagnosis of 3 liver diseases.



The VLy system uses the following operators:
min{A), max (v}, inverse (=), exception {\), sepa-
ration (|) and arithmetic addition.* & VL) formu-
la is constructed by applying these operators to
the constructs called selectnrs and elements of
the output domain of the formula.

A simple form of a selector 1s a unary condition
whieh tests whether a value of a given varlable
belongs to a certain subser of the domain of this
variable. For example:

[x2 = 1,2,6]

{s a selector which is satisfied if a value of z,
is 1, 2, or 6, otherwise it 1s not satisfied. A
satisfied selector accepts the highest and an un-
satisfied the lowest value in the output domain
{which has to be an ordered set}. Similarly,

[:5 2 2]

15 satisfied when a value of Xq is greater than or
equal to 2, and

(x, # 3:5]

is satisfled when a value of x; 1s not between 3
and 5, inclusively. A more complex farm of a
selector permits cme to have an analogous condition
on an arithmetic sum of varlables ovr thelr in-
verses, or on a VLj formula itself. )

A VL; formula is interpreted as a function which
maps every possible sequence of input variables
into the output domain. For example,

2[x1-0.3][15¥21 V’1{x2=2=5.7] V’[K3BD][1429]
can be interpreted as a function which takes value

2, if x3 is equal to 0 or 3 and x5 is not equal
to 2

1, if the above condition is not satisfied and
x5 is equal to 2,3,4,5 or 7, except when xj
and x4 are greater than 0.

0, in all the remaining cases.

The values of a VL formula (elements of the out-
put domain} can be names representing a decision
or a set of decfsions. To increase the reliabil-
ity of decision making each decision (or set of
decisions) can be associated with more than one
formula. Also, evaluation of a formula (or formu-
las) can be executed In such a way that the re-
sulting decisions can be assigned certain credi-
bility value.

VLy formulas can be easily translated to English
statements. Below {5 an example of a decision
rule expressed in English which corresponds to a
certain VLy formula.

1f [condition 11) and fondition il4+1] ...

or

*Only inside 'selectors’.
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fecondicion 12] and [conditfom £2+1] ...

excegt

[condition 13} and [condition 1341] ...

then the advised decisions are:

dl: ‘'Patient has disease,..’
‘with credibility value = ,..'
d2: ‘Patient may also have disease...’
'with credibility value = .,."'
d3: 'A suggested therapy is...'

The credibilicy values are assigned during the
evaluation of a formula(s) For given values of
variables (where variables represent varicus symp-
toms, signs, medical tests, etc.).

The VLj formulas can be constructed based on medi-
cal knowledge or can be Inferred avctomatically in a
procass of inductive infereance from specific cases
of decisions made by specialists. A& computer pro-
gram which is able to execute such an Inductive
process, is called AQVAL/1 and has been described ia
papers =

4,2 An Example of VLj Decision Rules Inferred by
AQVAL/1l for a Discrimination Between 3 Liver
Digeases

Data used in this example were supplied by Dr.

James Croft from the University of Utah. These

data were orlginally collected by Professor Klatskin
at the Yale University Medical School and used by
Croft to compare iO different models of medical de-
cision making. 4,13

In the example we conslder 3 liver diseases:
(P) Postmecrotic eirrhosis

(G) Granulomata
Sarcaldoals
Tuberculogis
Erythema nodosim
Unclassified granuloma

(¥) Fat infiltration {(fatty liver).

In the data, there were 111 cases of disease P, 146
cases of disease G and 123 czses of disease F.

Each dlsease case was described in terms of 3¢ symp-
toms (Flgure 1).

The given cases of individual diseases were divided
into learning and testing groups (columns 3 and 4
in Figure 2). Using learning sauples, the program
AQUAL/L determined two different VLj descriptions
for each disease:

Description A: consisting of one VLy formula
per dlsease

Description B: comsisting of three VL; formu-
las per disease



For example, description A for postnecrotic cir-
rhosis (P) was:

P{A): CcOV  NEW IND TOT
[x17=0](x24=0]1[x3p=1][x42=0,11V

{X43-1][x49=0] 52 52 20 52
[xs*Ol[x2h=0,l][x31=01[x36=l]\/

[#39=0,1] (x,g=1] 4 21 16 73
[1‘27=1: 2] [7‘39:'1] [x43=0] v

{x43=1’2] 25 7 6 80
[xl“lnzl [x2=]—] [x8=0] [x23=0] \'4

2 3 3 83

[xzé-O]Ix27=0.l][xa2=0]

Substituting names For the variables and cheir
values the formula becomes:

{liver nodules = no]{albumin = low] [regeneration:
bile ducts, fibrosis;diff or focal = present ]
[fat:diff or zonal # strongly present][fibrosis:
portal or central = absent]

or

[nausea = no)[albumin # above normal][regeneration:
retic. endo. = absent][cells:central or portal,
fibrosis:diff or focal = present][cells:monos.
ot epithel # strongly present)

or
[necrosis:diff or focal, fibrosis:diff or focal =
present, strongly present]fcells:monos. or
epithel = present][fat:1-2+ or 3-4+ = absent]
or
[age > 39][sex = female][jaundice = no][protein,

albumin low] [necrosis:diff or portal < strongly
present][fat:diff or zonal = absent]

Note that the description imvolwves in tote 17 out
of the original 30 symptoms and individual tetms
in the formula invelve 6,6,4 and 7 variables, re-
spectively, (Note that to make a 'positive' de-
cislon only 1 term of the formula has to be satis-
fied.) Each product of selectors {term) in the
formula iz assigned a sequence of 4 numbers:

{cov, NEW, IND, TOT)

which mean, respectively:

€OV — number of cases covered ('explained') by
the term out of original 83 learning
cases

NEW -~ number of cases -:overed by the term but
not covered by the terms praceding given
term in the formula

IND == number of cases covared only by the term
and not covered by ar:s mther term

0T ~-- number of cases cover. . ¥ the glven term
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and all the preceding terms (the lasct
value of TOT wust just be the total number
of learning cases used)

Description B (a three-formula description) for the
same disease (P) was:

P(4):
1st formula: COV NEW IND TOT
[x17=0][x25-1,21{x34=0][x42-0.1]h/

[x&S-ll 61 61 19 61
[x16-0] tngzosl] [x39‘09]-] vV

[xa2=0]{x43-0][xk8=1,2} 44 15 9 76
[x&-O][x5=01{x13-1][x29=0]\/

[x39=0,1]{x42-0.1] 30 [ -] 82
{xz-l][x6=1}[x12=1] 3 1 1 83
2nd formula: COV NEW IND TOT
[xa2=0][x&3=0,1][x48=1] v 72 72 30 72
[x5=0][xzoxl][x39=0,l]{x42=0,l]V .

(x,g=1:2] 49 9 9 8
{x3‘1]{x30=1][x39=0] 12 2 2 83
3rd forwmula: COV NEW 1IND TOT
[x26=1,2][x48=1][x49=0] v 65 65 10 65
[K3=0] I120=1] [x32-0l1] Ex35=1| 2] V .

{x39=0.l][x43=0.l][x48=1,2]V 46 14 6 79

56 4 4 83

[xs’Ol[x26=0][x43“1]

The obtained descriptions were then applied to the
testing events to see how well they discriminate
between diseases. The results are given in Figure
2 (columns 5, 6, and 7).

In Column 7 are listed numbers of correctly clas-
gified diseases, by the best* of 10 medels used by
Croft.q It should be noted, however, that Croft's
results were obtained when the learning and testing
cases wera drawn from data which included cases of
20 liver diseases rather than 3, as in our example.

The classification desisions using descriptions A
and B were made as follows:

Description A

Suppose Vi is a single-formula description of dig~
esase k, + = P,G,F, and e is, a description of a pa-
tient to be diagnosed. The patient is assigned a
diagnostic decision(s) k if

D(Vﬁ,e] =  pax {D{vk,e)} + T
k=P,G,F

*The Bayes' Formula conditional probability model.



whera

D(V, ;e} is a "confidence degree' to which the
formula Vi is satisfled by description e.
The D{¥y,e) is computed as the maximum of
‘the degrees of matching patient description
e with each term of the formula, where the
degree of matching e with a term (product of
selectors) is a ratlo of the number of se-
lectors satisfied by e to the number of se-
lectors in the term, For example, suppose
that formula Vi is:

Vet VT,V
where

T) = [y 21 [x74,5)

T2 = [xS-O][xquI[x7-2:6]

T3 = [x1=4][x3=01[x7=0]
and the patient description e is

e = {xlpxzi--'v"?) = (0: *lolll *’ *v ?)
(*denotes an unspecified value; values of
variables x2, x5, and xg may be unspecified
because they are not needed for the evalua-
tion of che formula V). The ratios of the
number of selectors satisfied to the total
number of selectors im each term T, 1=1,2,3
are: 1/2, 2/3, 1/3, respactively. Thus
D(Vy,e) = 2/3, '

T is a certain threshold value, decided by
the user, which determines the 'decision
equivalence classes’.

Description B

Suppose Vi = (Vi1,Vi2,V%3) is a three-formula de-
scription of disease k, k = P,G,F. A patient with
description e 1s assigned a diagnostic decision(s)
k if:

D(Vﬁ,e) =  max {D(Vk,e)} + T

k=P,G,F
where
D(Vy,e) is the average of the 'confidence de-
grees' computed for each component formula Vigg»
1=1,2,3 (as in description A)
T is defined similarly as in description A.

4.3 Remarks on Advantages and Disadvantages of
the VL Decision Meodel

Advantages of the model:

» Does not require large amount of learning data.

« Is very general. Can handle descriptors
(variables) of different types (nominal,

interval, ratio and absolute).

« Infers goal-oriented descriptiens of decision
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classes (a 'variable decision space method').
Finds sufficient or most appropriate tests
(symptoms, signs) for characterization of in-
dividual decislon classes., Is able to produce
'eost optimal' descriptiona for individual de-
cision classes,

. Decision rules are very simple for human inter-
pretation and comprehension (because inferen-
tial learning processes iwmplemented in the
system gseem to parallel human loglcal learning
processes).

, Does not assume lndependence of symptoms or
mutuyal exclusiveness of decislon classes.

. Decision rules are very efficient computation-
ally ‘and therefore it becomes feasible to
{mplemeant large-scale consulting systems which
could give diagnostic and therapeutic advice
pertaining to hundreds or even thousands of
diseases.

Disadvantages:

. The work is at the early stage of development.
Not much is known about generalizing and learn-
ing capablilities of systems lwmplementing con-
cepts of variable-valued logic.

. There are not enough experimental results to
make any strong judgments about the applica=
bility of these concepts to realistic medical
diagnoesis and therapy decision problems.

. Certain theoretical problems have yet to be
solved and computer programs to be developed or
improved, in order to have an efficient and
representative implementation of this model.

5. CONCLUSION

We have delineated here basic problems of implement~
ing an inferential medical computer consultant and
described briefly a new decision model which 1is
based on the application of a wvariable-valued logie
system., The presented example on an application of
this model to the classifilcation of three liver
diseases showg that the model has significant at-~
tractiveness for a large-scale inferencial medical
computer consultang.
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