TOWARD COMPUTER-AIDED INDUCTION: A BRIEF
REVIEW OF CURRENTLY IMPLEMENTED
AQVAL PROGRAMS

by

Ryszard S. Michalski

Report No. 874, Department of Computer Science, University of Illinois,
Urbana, Illinots, May 1977.



UIUCDCS-R-77-874 UILU-ENG 77 1726

Toward Computer—Aided Induction:
A Brief Review of Currently Implemented AQVAL Frograms

by

Ryszard S. Michalski

May 1977



Toward Computer—Aided Induction:

A Brief Review of Currently Implemented AQVAL Frograms

by

Ryszard S. Michalski

pepartment of Computer Science
University of Illinois
Urbana, Illinois

May 1977

This work was supported in part by the Natiomal Science Foundationm, Washington,
pC, under grant no. NSF MCS 74-03514.



TOWARD COMPUTER-AIDED INDUCTION:
A brief review of currently implemented AQVAL programs

Ryszard S. Michalski
Depariment of Compuler Science
University of Ilinois, Urbana, 1ll. 61801

ARSTRACT

The paper reporis on a sel of compuler programs developed at the University
of Ilinois, Champaign-Urbana, whose purpose is to aid in solving certain classes of
induclive lashs. The programs can be used, in parlicular, for determining most
aconomical (according to a user specified criterion), generalized and discriminant
descriplion of given sets of data. The inferred (and initial) descriptions are
construcled of various logical and sel-theoretic operators (such as "not", "and", "or",
sel membership, "climbing a peneralization tree”, quantifiers, equivalence), mulliple-
valued variables ( originally defined or new ones generated by the program), k-place
predicales and k-place functions. The underlying formalism for expressing descriptions
are variable valued logic systems Via, {a form of a first order predicate logic with
addilional operators) and Vi.y {a form of 3 multiple-valued propositional calculus).

Among  described programs there is also a program for selecting “"most
significant” variables from a large number of potentially useful variables (for a given
dacision problem), a program for selecling *most representative” events from a large
sel of learning events and a program for testing VL hypotheses and calculaling
detailed perfarmance sfatistics.

Descriplive terms : inductive inference, computer-aided induction, machine learning,
generalization technigues, wvariable-valued logic, knowledge-based systems, production
sysiems,

INTRODUCTION

Recently an interest in implementing computer programs which can do various
forms of induclive inference has been rapidly growing, This seems to be due in part

to a growing need for such programs, and in part to betler understanding of how to

build them.



One of the important polential applications of induclive programs is in
knowledpe-based systems. The success of first built knowledge-based systems
indicales thal they have a potential for a wide practical applicalion in the future. As a
consequence, there is a need for developing new more efficient ways of infroducing
knowledge into machines. Inductive programs could be useful for this purpose in a
number of ways. They could, for example, determine production rules from specific
examples of decisions or Iransformations , oplimize a given body of rules (by joining a
few specific rules into one more gener al rule or by detecting unneccessary conditions),
to creale "rule models” which compactly describe a given body of rules { and can be
useful for idenlifying missing informalion or errors in new rules (Davis 76)) to
automalically correct rules in view of new contradictive information, etc.

Anather potential applicalion of inductive programs is to aid specialists working
in applied sciences, eg., biology, plant pathology, physiclogy, medicine, etc, in
farmulating hypolheses explaining a body data, in detecting palterns in complex
numerical or non-numerical data, in suggesting alternative hypotheses, in selecling
most relevant variables describing data, in parlilioning data into meaningful clusters
(which employ more complex relationships between data items than traditionally used
distances), etc,

In recent years a number of papers have been published which contributed
many significant ideas aboul how to build computer programs which can do certain
specific inductive tasks or how to formulate a theoretical basis for inductien (e.g,
Win=lon 70, Simon and lea ?3, Buchanan 78, Michalski 74, Waterman 74, Tagoruiko 74,
Hayes-Roth and McDermolt 75, Kochen 75, Margan 75, Solomonoff 75, Vere 75, Larson
76, lenal 76). There also have been sludies on how people do induction (e.g.,

Kotowsky and Simon 73).



Relatively litile, however, has been done on building efficient and simple to use
computer programs, which have sufficient generality and flexibility that could aid a
non-computer specialist in solving certain classes of practical inductive tasks.

This paper briefly describes a few computer programs which represarlﬂ our
currant results loward sueh a goal , The pragrams can be used as tools in determining
the simplest (in some sense) or most economical descriptions of sets of data. The
descriplions (original or inferrod) can involve various logical or set theoretic
operations { such as "not™ , "and", "or”, set membership, "climbing a generalization
tree”, quantifiers, equivalence ), and multiple-valued variables {both, originally given
or new ones which program generates), k-place predicates and k-place functions. An
important advantage of the descriptions inferred by the programs is that they have a
very simple, direcl conceplual interpretation, and also display high computational
efficiency when used for deductive inference {particularly, VL descriplions} .

Since the set of operators used in programs is quite limited, the forms of
descriplions or hypolheses which programs can infer are also quite limited. On the
other hand, due to the use of such very basic operators {which theoretically can
deseribe every discrete transformation) the programs display a significant generality
and flexibility. Consequentely, if the type of descriplions the programs can infer are
interasting for some practical task, then the programs can be quite useful, since they
can combat vast combinatorial complexities often occuring in inductive tasks and
difficult for a human. Thus, their role can be compared to a role of an efficient linear
programming program which is of praclical value for someone whose problem can be

formulated in terms of linpar programming.

For the lack of space, we will give here only a brief description of the major



function performed by each program. An interested reader or potential user is

referred lo the appropriate sources for details.

PROGRAMS

1. AQVALJ2 -vl (briefly, VL2) {Larson, Michalski 77)
- a program for generalization and optimization of Vlo) production rules.

The funclion of the program is to fransform a given set of VLg production rules
into a new set of rules which are more general and optimal (or quasi-optimal) with
regard to a user specified criterion of optimality or "simplicity” and which safisfy
various restrictions and properlies chara_cleristir, of a given lask domain. The Vi
production rules ( briefly V0L rules } are rules in a form:

CONDITION --> DECISION
where CONDITION is a formula in variable-valued logic system Vigp and DECISION
denoles a decision or an action to be assigned to an object (or situation) which
salisfies the COMRITION,

Since lhere is nol enough space for definin-g lhe Vip, system here, we will only
provide an example a VI production rule, just to give a basic idea of the formalism to
reader who is un{amilliar wilh the system (for a descriplion of the system see Michalski
74, Larson and Michalski 77). An example of a VL rule:

3 xp %3 {I_qfxl,k?,xg}-r(},?][xlwz..ﬁ] v ¥ g xg [rlxgc) > 2)[slxg) & Hxgl= same]
==> [decision= d]

The rule is.internrnted . if in the given situation ( e.g.,, in a data base or in a

descriplion of an object) there exist values of variables x5 and xg such that function g

for given value of x| , and the values of xo and x3 lakes value 0 or 2 and x| has



value betwenn 2 and 6, inclusively, or the function r for given value of % and the

constant ¢ takes value greater than 2 and funclions s and t are equal for every value

of x4 and xg, then assign to the given situalion decision d.

The Vlp| system is a subset of the VL, system which is a form of a many
valuer logic system, developed to combine the precision of a logic system with a
facility to express compactly and in an almost self-explanatory way descriptions of
significant logical complexily and varied degree of generality. VL descriptions can be
easily used both for induélion and deduction (a reader is advised o compare the
readability of the above VL rule and of an equivalent expression in the first order
praditate logic ).

The input to lhe program consists of:

a) dala rules, which is a set of VL production rules describing a given situation or an
objecl (for example, a set of rules which relate a description of a group of patients
to a diagnosis assigned to them),

b) a problem environment descriplion, which contains VL rules describing properties
of predicales or functions involved in data rules (e.g. that a given predicate is
iransilive),

¢) definitions of the generalization structures of structured descriptors, ie,
definitions of hierarchies of concepls related by different degree of generality
(e.g., that a triangle or rectangie is a special case of a polygon),

d) a criterion of optimalily which specifies whal properties of the goal rules are most
desired by the user {(e.g, minimum number of rules, minimum cost of descriptors
used in 1he rules |, elc.)

The input data can be specified to the program either in an interactive or a



balch mode. The goal of the program is to produce a new set of data rules which are
more general than inilial ones and oplimal (or quasi-optimal) with regard to a user
defined crilerion (where the oplimalily criterion may require a computational efficiency
of the rules, or economy of measuring the information needed for rule ewvaluation,
conceplual simplicity, etc.). Also, the new rules will satisfy various restrictions and take
advantage of properlies characterizing descriptors, which are defined in the input data
as specific to the given problem, In generalizing the initial rules, the program uses
cerlain generalization rules which lake into consideration the types of descriptors or
variables which are used to describe chjects. The program distinguishes between
nominal, ardingl and structured descriplors (inferval and ratio variables can also be
used, but they will be treated as ordinal variables). The program is written in PASCAL,
and therefore is easly transporlable to other computer instalations.

To illustrate the program’s function we will use a very simple induclive task.
Given are three classes of objects 0, Op and Dq (fig.1}. Find a possibly simple
descriplion of each class of objects, such hat each description describes all the
objects in the given class and none of the objects in other classes.

It may be interesting for a reader to try to solve this problem him/her-self
before looking for the solulion found by the-prngram (APPENDIX). The program was
given descriplions of all abjects in terms of such concepls as shape of a part of an
object, texture of a part, its size, relalions belween parls, e.g., that one part is on top
of another , ete. Although this problem is quite simple, the author observed that some
people have difficulties wilh finding descriplions of classes Oy and Op if they first
found a descriplion of class Oq. This seems to be due to the psychology of human

problem solving, namely, when people find some concepl useful for one problem (in



this ¢ase, lexlure), then lhey lry o use it again for solving another similar problem,
but in this case such a heuristic plays against them . A trap of this kind can be
avoided, if one would use the program for solving the problem. This is yet another
argument for possible usetulngss of induclive programs.

A potential for practical applicability of the program can be better appreciated if
ohe observes thal the program can handle in a resonable time ( say, 1 to 3 minutes on
a Cyber 175 } a problem with a fow dozen classes, with a dozen or so objects in each
class and a few dozens descriplors ( variables, predicates or functions } which
conslitute the initial vocabulary of the program. Concluding, it may be worthwhile to
nolice thal the production rules used in various knowlegde-based systems , e.g. MYCIN
(Shorlliffe 74), can be easily represented as VL rules, and therefore the program could

find an applicalion in designing such systems .

2. AQVAL[SL -v7 (briefly, AQ7) { Larson, Michalski 75)
- a program for determining optimal or simplest (according to a certain
crilerion of optimality or simplicity) VL) descriptions of sets of VL,
events,

VL descriplions are expressions in the V0L logic system ( Michalski 74 ) which
is a subset of Viy { there are no quantifiers, ne k-place functions or predicates,
certain forms are not allowed). 1F a VL expression is used bath as a condition and a
decision parl of a produclion rule, then the rule is called a VL production rule. Here
is example of a VL production rule:

[xy= !,?][uﬂ#E]Erg}u?..ﬁ][xﬁaﬂ] ==> [xm-ﬂ2]
(if xy equals 1 or 2, xg nol equal 2, xg has value between 2 and 5 inclusive, xg equals

0, then xyq is assigned value 2 )



A restricted version of fhis program ( writlen in PASCAL ) is used as a
subrouline in Vio program, and can be used direclely within the Vi, program. The
input to the program consists of:

A data sels, which are sets of Vi events, each sel is associated with a certain
decision, VIL} events are descriptions of objects in the form of a list of values of
certain descriplors (variables). Each descriptor can take an arbilrary number of
discrele values.

B. a crilerion of oplimality or "simplicity” for VL; descriptions to be inferred. A user
defines the mosl proferable criterion ( for a given problem ) in the form of a
sequence of subcrileria ordered according to their priority ( the subcriteria are
selected from a list of available subcriteria ).

C. control paramelers, which tell the system what kind of rules are desirable , what
should be the scope of search ( in order fo control the memory and computational
time lo be spent on the problem), and the definitions of the domains of input
variables.

The program can produce 3 kinds of rules: :

1} linearly ordered rules, which have a property that an event can satisty a rule i,
only if il does not salisfy any of the previous rules i-1,i-2, .., 1.

2} unordered disjoint rules, which can be satisfied by an event in any order and no
event can salisfy more than one rule.

3) unordered intersecling rules, which also can be satisfied in any order but there
may exist events which salisfy more thal one rule.

The goal of the program is to produce oplimal { or guasi-oplimal } with regard lo

the given crilerion, V0L descriplions of the input event sets.



The program was wrillen in PLfl and can handle in a few minutes of
compulation on an 1M 360/756 a few dozens of event classes, each containing a
hundred or so events involving a few dozen multiple-valued variables, There is also
available an 1BM 360775 assembly version ot this program which runs an order or so

faster {han {he decribed obove PL/L version { Yalow 76 )

3. AQVAL/SL - vl (briefly AQLL) { Larson 76 )

- a program for mulli-step formation of Vi, hypotheses.

The program accepls as input data VL, decision rules and a set of VL, events
wilh an associated class name. If any of the events are classified by the rules
incorreclely, the program modifies the rules to make them consistent with these
events, If now some new evenis contradict the current rules, a new iteration of the
process begins,

The following simple example illusirates one iteration of the program. Suppase
DRy and DRy are the initial hypotheses:

DRy [xy= 0,11 ==> [d=1]
DRy: [*2=Eﬁx3=i]==’ld=21

Suppose we are now given 2 events associated with decision d=2:

ey: (0,0,1) ==> [d=2]
ep: (1,3,1) ==> [d=2]

These events satisfy, however, the first rule instead of the second. The
program will modily the rules 1o make them consistent with the new events ( and also
with any old events which it has in memory ). A result of such modification might be:

Dizy [IIIG,I][E:."?D] ==> [=]]
Dﬁz E Iﬁa-l] ==2 [d“‘?]
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The program was written in PL/1 ( for IBM 360/75) and can handle in a few
minutes of machine time a few dozen of original hypotheses and a few hundred events,
which can involve a few dozen of variables, each able 1o take up 1o 8 different values.

The propram also includes a procedure (which can be used as a separate
program) lor lesting VI hypolheses (formulas) on a given set of events and for

calculating detailed performance statistics.

4. AQVALJL - w9 {(briefly, AQ3) {Cuneo 75}
- a program for oplimization of a set of Vi formulas.

This program (writlen in PLfL) can accepl as input a set of VL formulas (rather
than only Vi| evenls as AQ7 and UNICLASS). Each formula is associated wilh cerlain
decision class. An imporiant feature of this program is thal input formulas associated
wilh different ctas-.;.es may intersect. The program oplimizes the input formulas with
regard to a user defined crilerion. Similarly to AQ7, the program can infer ordered
rules, unordered intersecting rules and unordered disjoint rules. The program can also
be used for determining an oplimal logically equivalent (ie, not generalized)
descriplion of a single class of objects. The price for having the above features is

thal this program is less efficient than AQ7.

5. UNICLASS - RS (Stepp 76}
- a program for determining an optimal (or quasi-optimal) and generalized
(or logically eguivalent) description of a single set of \r‘Li events.
This program diflers from the previous programs in that there is only one set of

events to be described, and consequently , a degree of generalization has ta be limited
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by other means thal the condition of non-intersection with other event seis ( Le., there
are no "negative” examples). The degree of generalization is limited by a special input

parameter, called a "density threshold”,

6. AQPLUS { Forsburg 75 )
- a program for an interactive determination of a descriptor set ( a
"ieature seleclion” program ).

This program serves as an aid {o select most relevant variables ( features ) for
a given classificalion problem. Suppose there are 150 potentially relevant variables.
Running any of the above AQVAL programs with such a large number of variables may
require oo much time ar memory. Standard feature selection technigues developed in
pallern recognition could be used here, but they are not very satisfactory, because
they select variables based on a measure of usefulness of each wariable taken
separately.

This program initially selects a random subset of original variables . An AQVAL/JL
program is run using these wariables as descriplors for a given problem (2 version of
program used here can handle continuous variables) . Depending on a role each
variable plays in the oblained Vi.; descriplions { whether it is present or not, in how
many lerms il occurs, efc.), an appropriate “usefulness” value is assigned to it. In the
next iteration a new random subset of variables is selected , but the probability with
which any given variable can be selecled depends now on the "usefulness value”
assigned to it. The subset of variables selected in each iteration tends to stabilize
after a certain number of iterations. Such a subset is then taken as the representation

space for the problem.
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The program { wrillen in FORTRAN ) is interactive and at each iteration a user
can change the “usefulness value" of any variable or add or remove a variable from a

selecled by the program subsetb.

7. ESEL {Michalski 78, Larson, Michalski 77)
- 2 program for selecling most representative events from a large learning
sel,

This program serves as an aid (o select from a very large number of VL,
learning events ( ie., events for which the class they belong to is known) a subset of
the "most representative events”, For example, the initial sel of events may be of size
of a few thousand, and the selected subsel will be of size, say, a few dozen. Such a

amall sel of events can now be easilly handled by the AQVAL/L program.

APPENDIX
The VL program found the following descriplions of the classes from fig.1:

0y: 4 part{[ic-lop(part)){shape(part)r polygon]texlure(part)=hlank]
( inobjecls of class Oy the top part is an unshaded polygon)

O I parli] is-lopipart)lshapelparl)oval]
{ in objecls of class Oy the top part is an oval)

Oq: ¥ par I[texlure(part)= shaded]
{lexture of every part is shaded )

or, allernatively,

¥ parl[texture(part)= same]
{ every parl has the same texture)
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