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ABSTRACT

Expert systems technology offers a new approach
to the identification of weeds found in turf. The
dichotomous key, & traditional tool used for weed
identification, is generally available in a printed
form. To successfully identify an unknown weed using
a key, appropriate identifying characteristics must
be present on the weed and recognizable. Partial or
erronecus information results in non-identification
of the weed with no suggestion of & possible solution.

Bn expert system provides the ability to make a
knowledgeable decision on the identification of an
unknown weed when only fragmented or partial informa-
tion is available. The system can also justify its
conclusions providing an indication of the degree of
certainty of the results. This paper describes an
expert system PLANT/tm for the identification of
weeds in turf. PLANT/tm was develcped using micro/
ADVISE, a set of tools for designing expert systems
on microcomputers. Micro/ADVISE has been implemented
on an IBM PC. It is a subset of the ADVISE Meta-
Expert System, developed at the Artificial Intelli-
gence laboratory at the University of I11inois at
Urbana-Champaign (UIUC) and implemented on a VAX 780.

The Knowledge Base contains rules for the identi-
fication of 39 grassy weeds commonly found in turfs
throughout the United States. Rules can be prepared
with any editor and converted to the appropriate form
through a program within the Knowledge Acquisition
Block. The ability to develop and edit the Knowledge
Base within the PC envirornment is 2 significant im=
provement over previcus systems (PLANT/ds) which re-
quired a mainframe environment for knowledge acquisi-
tion. Preliminary testing of the performance of
PLANT/tm has shown a high degree of reliability in
recongizing unknown weeds.

INTRODUCTION

An expert system §5 a computer program that con-
tains formally encoded knowledge of experts in a
given problem area or domain and is able to use this
knowledge to provide help to a non-specialist in

problem solving in that domain. Expert systems differ

from conventional computer data base management sys-
tems in several important aspects:

1. They can formally represent mot only
specific facts, data, statisties, etc.
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no. NOOO14-B2-K-0186, National Science Foundation
no. NSF DCR 84-06801, project MNo. 65-0267 of the
Bgric. Exp. 5tn., College of Agric., Univ. of
111inois at Urbana-Champaign, and the Univ. of
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put also inference rules, decision

rules, general information about the
subject, "rules of thumb", uncertain
information, etc. A1l of this information
is contained in the Knowledge Base of the
expert system.

2. They can conduct formal inferences on
such information. The process 15 per-
formed by the Query Block.

3. They can explatn their inference pro-
cess to a non-specialist by pointing
aut the decision rules, sources of
information, and lines of reasoning used
in arriving at the given advice.

The essence of expert systems is that they can
manipulate and reason using complex symbolic struc-
tures rather than collections of numbers as do
ordinary computer programs. Key concepts in the
design of rule-based expert systems are summarized
belaow {1):

1. WNature of Problem: The problem should
be chosen with a narrow enough scope to
be of reasonable size, but complex enough
to require expertise.

2. Representation: Task-specific knowledge
is separated from the method of using
the control information to maintain
flexibility and understandability of the
knowledge Base. Inclusion of very
specific peices of knowledge, as well
as general rules is reguired.

3. Inference: Since much of an expert's
knowledge s heuristic in nature both
deductive and plausible reasoning should
be utilized. Problem solving strategies
should remain independent of both the
knowledge base and inference methods.
This separation is critical for efficient
debugging and mafintenance of the program.
An interactive system is important to
facilitate a thorough examination of the
problen.

4. Explanation: An expert system must handle
not only static queries of the Knowledge
Base but also dynamic gqueries requiring
the system to document and explain the
line of reasoning utilized to arrive at
the final conclusion.

5. Knowledge Acquisition: Encoding domain
knowledge into the knowledge base is best
expedited through the communication
between the "expert", who provides the
expertise on the subject, and a "knowledge



engineer" who understands the formalism
for knowledge representation and the process
of constructing an expert system.

6. WValidation: OSoth static evaluation and
empirical measures of adequacy should be
utilized to evaluate the accuracy and
completeness of the system.

There appears to be three main motivations for
continuing research in the area of expert systems.
First, is the ultimate replication of expertise. For
the case at hand, this will provide a weed expert at
any site for immediate access to the expertise of weed
jdentification in turf. Secondly, an expert system
allows the union of several experts in one system.
Finally, expert systems provide a clear documentation
of the decision-making process. This documentation
can be used to expose argas in the domain where exper-
tise is lacking or inadequate. Further research
could then be conducted in these areas to broaden the
¥nowledge Base.

DESCRIPTION OF THE PROBLEM

The control of weeds in a turf landscape repre-
sents a significant portion of the total turf care
budget. Management of weed species found within the
turf ervironment is only possible through their
correct identification. Many methods are normally
used for this identifying process. Turf managers
often rely on experience to recognize common visual
clues for a rough or quick identification. Often
times inexperienced turf managers misidentify weed
species or have a hard time in determining the
correct identification. Even highly experienced and
knowledgeable turf managers can experience problems
in identifying a rare or uncommon weed. When this
situation arises the turf manager may either seek the
help of a weed control specialist or consult a written
key for plant identification.

Many keys have beem written to assist in the
appropriate identification of all flora found in a
specific area. These keys generally take the form of
dichotomously branching statements. The reader is
offered the choice between two or more statements and
must determine which statement most corvectly identi-
fies a structure on the unknown plant. After the
appropriate identification of the structure, the
statement will direct the reader to the next appro-
priate group of statements where an additional clue
will need to be recognized. [T within this process,
the appropriate statement cannot be identified due
to an inability to correctly identify a structure, the
final identification of the species will not be
possible.

In order to facilitate correct identification of
unknown species with partial or incomplete informa-
tion, an expert system (PLANT/tm) was developed to
allow a non-weed scientist to identify a weed by using
only those characteristics which were readily visible
on the unknown plant sample. The system will then
make a decision on the appropriate identification of
the weed based on available inputs.

In general, there are 100 to 150 weeds cansidered
to be pests in turf. In this group the grass family
is represented by 39 species which were selected for
the initial system. The grass weeds were sub-divided
into two groups: those with rolled vernation or
those with folded vernation (Figure 1). Each group
was placed in a separate Knowl edge Base to achieve

higher efficiency in identificatien. Wernation is

the configuration of expanding leaf blades in the bud
shoot. Shoot vernation is an example of the type of
characteristic the user will be required to identify.

Rolled

Folded

Figure 1. Vernation of the bud shoot

Due to frequent defoliation through mowing, most
plant species in a turf remain in a vegetative state
or lose their flower parts. It was felt that the use
of venetative characteristics for identification would
be more appropriate and would be used most often for
identification. Floral characteristics were also
added to each rule in the event they were present on
the unknown plant. When flowers are present the
identification process is simpler and more reliable.

Initially a large matrix was developed with each
potential grass weed representing a row with 11 col-
umns of identifying characteristics, vegetative or
floral, for each species. After information was
collected from appropriate sources (text books, weed
identification manuals, botanical handbooks, and
exgirt experience), a rule was developed for mach
weed.

DESCRIPTION OF PLANT/TH

PLANT/tm is a wnique program which attempts to
capture all the capabilities of a full-fledged expert
system on a microcomputer. It is based upon the
highly successful ADVISE Meta-Expert System (2).

Bmong its advanced features are the ability to easily
add and modify rules in its knowledge base, the
ability to create rules from examples, and the ability
to test the performance of user-created rules, as well
as their consistency and completeness. Figure 2 shows
a conceptual outline of PLANT/tm.

The Control Block is a set of menus that allow
the user to easily move within the system. From the
menu of the program, the user has two choices. First,
he can choose to receive advice from the system (de-
scribed below). The advanced user can also choose to
alter or examine the Knowledge Base. The Knowledge
Base consists of two parts, the rule-base and know-
ledge tables. The rule=base consists of groups of
rules organized by their function in the system.
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: KENOWLEDGE
EwLE ACQUISITION
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QUERY
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Figure 2. A block diagram of PLANT/tm

An example of a rule is:

Bermudagrass

If 1. Habit 1s rhizome & stoln, 85%
2. Blade width is fTne to medium, 603
3. Ligule is ¢iliate, {503
4. Sheath is compressed, {45%)
5. Collar is narrow, 25:;
6. Auricle is absent, 10%

R

1. Flower is spike, (80%)
2. Florets = 1, (75%)
3. Glumes are shorter, 365%
4. Disarticulate is above, 365%
5. Awns are absent, 158%

Then Weed 1s Bermudagrass.

This is a rule which states that either of two
sets of conditions leads to the conclusion. If the
six vegetative or the five floral conditions are met,
then the weed is identified as bermudagrass. The
numbers to the right are degrees of certainty which
indicate the relative importance of the elementary
condition towards the conclusion. This degree of
certainty represents the weed specialists degree of
confidence or certainty that the condition supports
the conclusion by itself. While the rule is complex,
it takes the general form:

If CONDITION them DECISION

The CONDITION denotes or represents one or more
elementary condition with an associated weight or
degree or certainty. The COMDITION can be either a
single conjunction of a complex of elementary condi-
tions or a disjunction of two or more complexes.
According to formal logic, the certainty of a
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conjunction of elementary conditions is the minimum
of the certainties of the elementary conditions. Pre-
vious experiments (4) however, have shown higher
performance of the system is achieved when the cer-
tainty of the conjunction is interpreted as the aver-
age of the certainties of the elementary conditions

in the conjunction. The conjunction of a complex in
FLANT/tm 1s the average of the degree of certainty of
the elementary conditions.

Often times there is more than one way of de-
scribing a weed. In the above example, bermudagrass
can be described by either its vegetative or floral
characteristics. The satisfaction of these two
complexes can be expressed as a logic sum or disjunc-
tion of the two complexes. For the disjunction af
complexes, the certainty of such a disjunction is
evaluated with the probabilistic sum (Psum) of the
degree of certainty of the complexes. The average
degree of certainty of each complex is used to
determine the Psum. For two complexes, the degres of
certainty (A) for the conjunction of the first complex
and the degree of certainty (B) for the conjunction
of the second complex:

Psum = A + B - AB

If there are multiple complexes, the formula can
be repeated several times using the degree of certain-
ty of the first disjunction with the degree of cer-
tainty of the next complex to determine the degree of
certainty of their disjunction (Psum).

The Knowledge Base also contains two kinds of
tables. First there s the variables table which
allows the user to add or change different types of
information about the variables in the system such as
the variable type (nominal, linear, or structure)
and the variable domain. In the zbove rule, the
variables are habit, blade width, 1igule, sheath,
collar and auricle for the first complex. The Know-
ledge Base also contains tables of examples in which
variable values are associated with decision classes
{bermudagrass is the class in the above rule).

The user is also provided with a program that
makes it easy to enter these examples. The purpose of
the examples 1s twofold. First, rules can be created
from them using the GEM (generalization of examples
by machine) (3? program which is a component of the
Knowledge Acquisition Block. It is interesting to
note that in a previouws agricultural system developed
at the UIUC, The GEM induced rules outperformed the
rules supplied by an expert (4). Since this is not
always the case, however, the user iz also permitted
to add rules to the system using an intelligent rule
editor provided within PLANT/tm. The other purpose
of the examples is to provide a set of events to
test the user-provided rules. Thus the user may
choose to use examples to test the performance of
the rules even if it is not desirable to use rules
that are created by induction from the examples. The
ATEST module (5) that performs this test also allows
the testing of the comsistency and completeness of
the rule-base.

The Query Block may also be chosen from the top-
level menu so that the user can get advice from the
rule base, which may contain induced rules, user sup-
plied rules, or a combination of both. This module
asks the user a series of questions to determine the
confidence levels of the various rules in the Know-
Tedge Base until a1l rules are either confirmed or
unconfirmed, as determined by a preset confirmation



level. The Query module works with a utility based
evaluation scheme that asks questions in such an
arder as to receive the most amount of information to
diseriminate among the various rules.

Thus the user can alter the Knowledge Base by
adding rules or modifying existing ones. The rule-
base can be tested for performance, consistency, and
completeness by utilizing a large number of examples
of weed identifications. Finally, the user can re-
ceive advice from PLANT/tm based on responses to the
system's queries.

FUTURE_CONSIDERATIONS

Because the system was implemented on a rela-
tively small computer which has 1imitations in memory
and resources, it was not possible to develop a domain
which was well defined. It is important that the
system s defined very carefully invelving sufficient
detail and limiting the problem size to achieve
efficiency on a microcomputer which is severely
limited for this kind of a complex task. Expert
systems are very complex and sophisticated systems.
In building an expert system on & microcomputer, to
make it efficient, the amount of knowledge placed in
the Knowledge Base must be Timited.

Secondly, in order for PLANT/tm to be useable in
a practical field situation, the user will need
assistance in identifying structures asked in the
questioning process. Graphic support materials to
show samples of various identifying structures will
be necessary to aid in selecting the appropriate
ANSWENS .,

The ability of PLANT/tm to offer a possible
solution when presented only partial information
clearly exceeds the performance of any present dich-
otomous key. The success of this ability is due to
the assignments of degrees of certainty to the
elementary conditions and to the control schemes
which direct the combining of more than one elemen-
tary condition. In addition, the system's ability
to display these combinations of elementary condi-
tions as an explanation of the decision making
process, offers a component not available with a key.
This provides for the best possible separation be-
tu:?n suggested weeds with the least amount of infor-
mation.

The Atest program will be utilized to test the
performance of the rules, thefr consistency, and
their completeness. This mode of evaluation, while
not available for a dichotomous key, can help in
improving the performance of keys by pointing out
knowledge which is most important to the identifica-
tion of a weed or knowledge which is currently
missing from the key.

Initial evaluation of PLANT/tm has shown a high
level of performance in the identification of an
unknown weed. Depending on the character chosen, it
is possible to identify a weed using a single charac-
teristic. Further work is being planned for enlarging
th&trule base to incorporate broadleaf weeds or other
pests.
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