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This paper describes a system of computer programs developed in the Institute of Automatic Control of the Polish Academy of Sciences for minimization of combinational switching circuits. All these programs are based on an algorithm Aₙ, the general principles of which are also outlined. This algorithm was first presented by Michalski [1, 2] for quasi-minimal solution of the generally stated covering problem. It provides an approximate minimal solution without inspection of irredundant covers and also provides an estimate of the maximum possible "distance" between the obtained cover and the minimal one.

The system consists of five programs; four of them are for minimization of disjunctive normal forms of incompletely specified, one- and multiple-output switching functions with the restriction (n+m) < 31 (n and m are the numbers of variables and outputs, respectively). The fifth program is intended for minimization of TANT circuits (i.e., three-level with NAND elements) for incompletely specified, one-output switching functions of up to 23 variables.

1. INTRODUCTION

At the Fifth FCIP Symposium we presented an algorithm Aₙ for the so-called quasi-minimal solution of the generally stated covering problem [1], based on the method of disjoint stars.

At the Sixth FCIP Symposium we presented an application of the same algorithm Aₙ to the automatic synthesis of minimal forms of incompletely specified multiple-output switching functions together with some computer-generated results [2].

The following programs are presently operational:

(1) Aₙ — NORMIN - 17a;
(2) Aₙ — NORMIN - w1;
(3) Aₙ — NORMIN - w2;
(4) Aₙ — NORMIN - w3;
(5) Aₙ — TANTMIN - 4J.

The first two of these programs were described in [2]. They permit the minimization of disjunctive forms of one-output (17a) and multiple-output (w1) switching functions.

The next two are new versions of Aₙ — NORMIN - w1, while the last one minimizes three-level circuits of NAND or NOR elements, the so-called TANT circuits [4].

2. GENERAL PRINCIPLES OF ALGORITHM Aₙ

Let

\[ X_j = (x_1, \ldots, x_n) \quad j \in \{0, 1, \ldots, 2^n - 1\} \quad x_j \in \{0, 1\} \]

denote a sequence of values of the input variables \( x_1, \ldots, x_n \) such that

\[ j = \sum_{i=1}^{n} x_i \cdot 2^{n-i} \]

Let \( X \) denote the set of all \( X_j \)-sequences. An \( m \)-output switching function \( f(x_1, \ldots, x_n) \) is then the mapping of the set \( X \) into \( \{0, 1, *\}^m \), where * denotes an unspecified value 0 or 1 (don't care).

A one-output switching function can be uniquely determined by means of any two of the three sets \( F_1, F_0, F^* \) designating the indices \( j \) of the sequences \( X_j \) at which the function \( f \) takes the values 1, 0, *, respectively.

An \( m \)-output switching function is equivalent to a set of \( m \) one-output functions \( f_k \) of the same input variables and can be determined by \( m \) above-mentioned pairs of sets — e.g., \( (F_1^k, F_0^k, F^*^k) \).

We shall now describe a geometrical model repre-
presenting switching functions, the so-called logical diagram [3].

Let \( m = 1 \). Supposing we are given an arbitrary rectangle, divided into \( 2^{m/2} \) rows and \( 2^{m/2} \) columns, where \( [n/2] = \text{trunc}(n/2) \).

In lexical order we assign numbers \( 0, 1, ..., 2^n - 1 \) to cells of the diagram. The cell \( e \) having number \( j \) will be denoted \( e^j \). Now the numbers of cells correspond to the numbers of \( X_j \) sequences. Moreover, we can assign the letters \( X_j \) and \( x_j \) to the specified parts of the diagram (as in the Veitch one) so that every cell \( e^j \) will correspond to a sequence \( X_j \) (Fig. 1).
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Fig. 1. (a) The logical diagram for \( n = 5 \), and (b) the image of function \( f \) of 5 variables; an unfilled cell denotes unspecified value *.

Furthermore, when the value \( f(X_j) \) \( j = 0, 1, ..., 2^n - 1 \) of function \( f \) is assigned to the cell \( e^j \) of the diagram, we call it the image \( T(f) \) of function \( f \) (Fig. 1).

In the case where \( m > 1 \) we divide every cell \( e^j \) in the diagram into \( m \) smaller subcells \( e^{jk} \), so an \( m \)-output function may be represented on the diagram if we assign the values \( f^{jk}(X_j) \) to the subcells \( e^{jk} \).

When we have the image \( T(f) \), a set of cells (subcells) corresponding to a prime implicant \( K_j \) of the function \( f \) (when \( m > 1 \) a multiple-output prime implicant) will be called a complex of cells.

The stars \( G(j) \) or \( G(k) \) of cell \( e^j \) or subcell \( e^{jk} \) such that \( e^j \in F^1 \) or \( e^{jk} \in F^k \) is the set of all complexes covering the cell \( e^j \) or subcell \( e^{jk} \). By \( G^* \) we denote the family of disjoint stars. We denote the minimal cover of image \( T(f) \) by \( M(T) \), the quasi-minimal cover (i.e., the cover obtained from algorithm \( A^3 \)) by \( M^0(T) \). \( c(K) \) is the number of elements in a set \( K \).

**THEOREM 1.** The number of elements \( c(M(T)) \) of the minimal cover of image \( T(f) \) satisfies the relation

\[
c(M(T)) \geq c(G^*). \tag{1}
\]

Then an estimate \( \Delta \),

\[
c(M^0(T)) - c(M(T)) \leq \Delta, \tag{2}
\]

may be obtained as

\[
\Delta = c(M^0(T)) - c(G^*). \tag{3}
\]

An estimate \( \delta \),

\[
z(M^0(T)) - z(M(T)) \leq \delta, \tag{4}
\]

where \( z(M(T)) \) is the cost of the cover \( M(T) \) — the sum of costs of its elements — may be obtained similarly (Fig. 2) [1].

Fig. 2 presents the flow-diagram of algorithm \( A^3 \) using the above concepts. \( F^1, F^0, F^p, M^0 \) are variables the values of which are sets. \( F^p, M^0 \) are auxiliary variables. \( OP(F, i, j) \) is the operation of selecting one number from the current value of \( F \) and
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Fig. 2. Algorithm \( A^3 \) in the case of minimization of switching circuits.
assigning the notation $f_j$ to it, $K^q$ is a product of $G(f)$ which covers the maximal number of elements of the current value of $F^1$ (a quasi-extremal). $K^r$ is a minimal cost product of $G(f)$, $z(K) =$ a cost of product $K$ (the number of literals in it). $K^q$, $G^q(f)$ are the sets of all elements of $F^1$ covered by $K^q$ or by all products of $G(f)$ respectively.

The final value of $M^q$ is a set of products - components of a quasi-minimal form $M^q(f)$; (cover $M^q(T)$) of $f$.

3. PROGRAMS $A^1$ - NORMIN - 17a,

$A^3$ - NORMIN - w1

These programs were written in LYAPAS language [5] for the ODRA 1204 computer [6]. They were described in [2].

The first program permits the minimization of only one-output functions (up to 31 variables), the second one handles multiple-output provided $(n+m) \leq 31$, where $n$ and $m$ are the numbers of variables and outputs, respectively.

Now we describe the algorithm for generating a star $G(f)$. We shall determine it for a fundamental product $K(f)$ corresponding to cell $e_l$.

Let $m = 1$. Let $P^0 = {f_j}_{j=1}^y$ and $K_z$ denote the product corresponding to number $j_z$.

An implicant of $f$ included in $K(f)$ that is an element of $G(f)$ is a product consisting of literals of $K(f)$ and not included in any product $K_z$. The implicant is a prime implicant when it is minimal under inclusion. $K_z$, $K_z$ are sets of literals of products $K$ and $K_z$, respectively.

**Algorithm $G^2$**

1. Determine sets

$$D_z = \bar{K}_z \cap \bar{K}_z ; \quad z = 1, 2, ..., y.$$

2. Set up a function

$$f_z = \bigwedge_{z=1}^{y} D_z$$

where

$$D_z = \bigvee_{x_i^j \in D_z}$$

3. Find the redundant disjunctive normal form $D(f_z)$ of function $f_z$.

The star $G(f)$ is the set of all components of $D(f_z)$.

In cases where $m > 1$ the general principles of generating a star are the same (described in detail in [2]).

Let us assume that the algorithm (fig. 2) has been realized and a cover $M^q(f)$ determined, but values $\Delta$ and $\delta$ are considered to be too large. If the algorithm is repeated whilst selecting the other quasi-extremals and/or generating stars of other numbers $f_j$, then better results may be obtained. There are many different heuristic approaches possible and some of them have been tested in our programs [2]. In that way a certain adaptive process is realized and more iterations may be performed.

4. PROGRAMS $A^4$ - NORMIN - w2 AND w3

These are new versions of program w1, also written in LYAPAS language. The difference between them and w1 is in generating a star.

We notice that determining components of $D(f_z)$ in algorithm $G^2$ is also the covering problem, so we may apply algorithm $A^4$ to it. The covered elements are disjunctions $D_z$ of function $f_z$. They are covered by single literals chosen from them in order to algorithm $A^4$.

In effect these programs work several times faster than w1, but the results are a little worse.

Because the whole star is not generated, determination of $G^q(f)$ (fig. 2) is not possible. Thus we find an algorithm for checking whether or not the stars of given cells, say $e_l$, $e_l^r$, are disjoint ones.

Let $m = 1$. Let $K_{e_l}$ denote a fundamental product corresponding to cell $e_l$ so that

$$f_z \in F^0 ; \quad z = 1, 2, ..., c(F^0).$$

Let $K'$ denote the product of literals obtained from $K$ by complementing all its literals (e.g., if $K = x_1 x_2 x_3$ then $K' = \bar{x}_1 \bar{x}_2 \bar{x}_3$). $\bar{K}$ denotes the set of all literals of $K$.

**THEOREM 2.** The stars $G(K)$ and $G(f)$ of cells $e_l$, $e_l^r$ are disjoint iff there exist at least one $z$ such that $1 \leq z \leq c(F^0)$ and

$$\bar{K}_{e_l} \cap \bar{K}_{e_l} \cap \bar{R}_{e_l} = \emptyset$$

where $\emptyset$ denotes an empty set.

For $m > 1$, a similar theorem is valid.
5. PROGRAM A³ – TANTMIN – 4J

This program was written in assembly language "jp zero" for the ODRA 1204 computer for minimization of TANT circuits (Three-Level AND-NOT Networks with True Inputs) [4].

As Gimpel showed [4] the only type of TANT circuit that we need consider will have the form shown in fig. 3.

The second-level elements realize complements of the so-called TANT-expressions (which are the forms of notation of TANT-implicants).

**Definition 1.** A TANT-implicant of the function \( f \) is an implicant of this function which can be written as \( P = HT_1 \cdots T_k \), where \( H \) and \( T_i \) are frontal terms; \( H \) is the head of a TANT-implicant, the \( T_i \) are tail factors of TANT-implicants, with the feature that if any tail factor is removed, the resulting expression will not be an implicant of \( f \).

So the minimization of TANT-circuits is equivalent to a problem of covering given functions by TANT-complexes (which correspond to TANT-implicants). In order to apply algorithm A³ we then need only an algorithm for generating a star of TANT-implicants.

**Definition 2.** A head \( H(K) \) of product \( K \) is a product of all uncomplemented literals of the product \( K \). A head \( H(e) \) of cell \( e \) is a head of the fundamental product corresponding to cell \( e \).

**Definition 3.** A frontal complex of cells, \( L^P(H) \), is the complex corresponding to frontal term \( H \). Complex \( L^P(H(e)) \) is called a frontal complex of cell \( e \).

Analogously, we define backal complexes \( L^P(G) \) and \( L^P(e) = L^P(G(e)) \).

**Definition 4.** A lower bound of a set of cells \( Z \) is the set \( Z^d \subseteq Z \) with the property that the set-theoretic sum of frontal complexes of cells of set \( Z^d \) includes the set \( Z \) and no cell could be removed from \( Z^d \) without destroying this property.

\( Z(P) \) is the complex of cells corresponding to the TANT-implicant \( P \).

**THEOREM 3.** TANT-implicant with head \( H \) of the function \( f \) belonging to the star of cell \( e \)̃ \( \in F^0 \) exists iff

\[
e(H) \in Q^d = L^e \cup L^n(e_0) \\{e_0\}
\]

where \( e(H) \) is a cell with head \( H \); \( \{e_0\} = F^0 \cap L^n(e_0) \)

**THEOREM 4.** If cell \( e(H) \in F^0 \) then we may obtain all TANT-complexes \( Z(P_e) \) (corresponding to all TANT-implicants \( P_e(H) = HT_1 \cdots T_k \) with head \( H \)) as

\[
Z(P_e) = L^P(H) \cup \bigcup_{s=1}^{t_s} L^P(T_s^e)
\]

where \( \{L^P(T_s^e)\} \bigcup_{s=1}^{t_s} \) is an irredundant cover of a set \( R^d \); \( R^d \) is a lower bound of set \( R \)

\[
R = F^0 \cap L^P(H)
\]

and for every \( T_s^e \) is \( T_s^e \cap \tilde{H} = \emptyset \).

Fig. 4 presents the flow-diagram of this algorithm. It is worth noting that this algorithm generates all TANT-implicants without generating and inspecting...
the prime implicants of given functions, as was the case in [4] and [7].

In program A^3 – TANTMIN – 4J we also use the algorithm A^6 for minimization of the third level of circuit, because it is also a covering problem.

The program discussed here permits the minimization of TANT-circuits up to 23 input variables. It also permits the minimization of TANT-structure circuits built with NOR elements.

6. CONCLUSIONS

The system of programs presented here is based on the algorithm A^9 for the quasi-minimal solution of the generally stated covering problem, presented in [1]. Experiments with this system show the great usefulness of that algorithm in applications to practice problems in automata theory, leading us to assume that it will also turn out to be useful in other applications as well.
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