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ABSTRACT

The paper reports on a set of computer programs developed at the University of Illinois, Champaign-Urbana, whose purpose is to aid in solving certain classes of inductive tasks. The programs can be used, in particular, for determining most economical (according to a user-specified criterion), generalized, and discriminant description of given sets of data. The inferred (and initial) descriptions are constructed of various logical and set-theoretic operators (such as "not", "and", "or", set membership, "climbing a generalization tree", quantifiers, equivalence), multiple-valued variables (originally defined or new ones generated by the program), k-place predicates and k-place functions. The underlying formalism for expressing descriptions are variable valued logic systems V1L21 (a form of a first-order predicate logic with additional operators) and V1L1 (a form of a multi-valued propositional calculus).

Among described programs there is also a program for selecting "most significant" variables from a large number of potentially useful variables (for a given decision problem), a program for selecting "most representative" events from a large set of learning events and a program for testing V1L1 hypotheses and calculating detailed performance statistics.

Descriptive terms: inductive inference, computer-aided induction, machine learning, generalization techniques, variable-valued logic, knowledge-based systems, production systems.

INTRODUCTION

Recently an interest in implementing computer programs which can do various forms of inductive inference has been rapidly growing. This seems to be due in part to a growing need for such programs, and in part to better understanding of how to build them.
One of the important potential applications of inductive programs is in knowledge-based systems. The success of first built knowledge-based systems indicates that they have a potential for a wide practical application in the future. As a consequence, there is a need for developing new more efficient ways of introducing knowledge into machines. Inductive programs could be useful for this purpose in a number of ways. They could, for example, determine production rules from specific examples of decisions or transformations, optimize a given body of rules (by joining a few specific rules into one more general rule or by detecting unnecessary conditions), to create "rule models" which compactly describe a given body of rules (and can be useful for identifying missing information or errors in new rules (Davis 76)), to automatically correct rules in view of new contradictory information, etc.

Another potential application of inductive programs is to aid specialists working in applied sciences, e.g., biology, plant pathology, physiology, medicine, etc., in formulating hypotheses explaining a body data, in detecting patterns in complex numerical or non-numerical data, in suggesting alternative hypotheses, in selecting most relevant variables describing data, in partitioning data into meaningful clusters (which employ more complex relationships between data items than traditionally used distances), etc.

In recent years a number of papers have been published which contributed many significant ideas about how to build computer programs which can do certain specific inductive tasks or how to formulate a theoretical basis for induction (e.g., Winston 70, Simon and Lee 73, Buchanan 74, Michalski 74, Waterman 74, Zeguriko 74, Hayes-Roth and McDermott 75, Kochen 75, Morgan 75, Solomonoff 75, Verbe 75, Larson 76, Lenat 76). There also have been studies on how people do induction (e.g., Kotovsky and Simon 73).
Relatively little, however, has been done on building efficient and simple to use computer programs, which have sufficient generality and flexibility that could aid a non-computer specialist in solving certain classes of practical inductive tasks.

This paper briefly describes a few computer programs which represent our current results toward such a goal. The programs can be used as tools in determining the simplest (in some sense) or most economical descriptions of sets of data. The descriptions (original or inferred) can involve various logical or set theoretic operations (such as "not", "and", "or", set membership, "climbing a generalization tree", quantifiers, equivalence), and multiple-valued variables (both, originally given or new ones which program generates), k-place predicates and k-place functions. An important advantage of the descriptions inferred by the programs is that they have a very simple, direct conceptual interpretation, and also display high computational efficiency when used for deductive inferene (particularly, \( \mathcal{V} \mathcal{L}_1 \) descriptions).

Since the set of operators used in programs is quite limited, the forms of descriptions or hypotheses which programs can infer are also quite limited. On the other hand, due to the use of such very basic operators (which theoretically can describe every discrete transformation) the programs display a significant generality and flexibility. Consequently, if the type of descriptions the programs can infer are interesting for some practical task, then the programs can be quite useful, since they can combat vast combinatorial complexities often occurring in inductive tasks and difficult for a human. Thus, their role can be compared to a role of an efficient linear programming program which is of practical value for someone whose problem can be formulated in terms of linear programming.

For the lack of space, we will give here only a brief description of the major
function performed by each program. An interested reader or potential user is referred to the appropriate sources for details.

PROGRAMS

1. AQVAL/2-v1 (briefly, VL2) (Larson, Michalski 77)

   - a program for generalization and optimization of VL21 production rules.

   The function of the program is to transform a given set of VL21 production rules into a new set of rules which are more general and optimal (or quasi-optimal) with regard to a user specified criterion of optimality or "simplicity" and which satisfy various restrictions and properties characteristic of a given task domain. The VL21 production rules (briefly VL rules) are rules in a form:

   \[
   \text{CONDITION} \rightarrow \text{DECISION}
   \]

   where CONDITION is a formula in variable-valued logic system VL21 and DECISION denotes a decision or an action to be assigned to an object (or situation) which satisfies the CONDITION.

   Since there is not enough space for defining the VL21 system here, we will only provide an example a VL production rule, just to give a basic idea of the formalism to reader who is unfamiliar with the system (for a description of the system see Michalski 74, Larson and Michalski 77). An example of a VL rule:

   \[
   \exists x_2, x_3 \left[ q(x_1, x_2, x_3) = 0.2 \right] \bigwedge x_1 = 2.6 \bigwedge x_4, x_6 \left[ r(x_1, c) > 2 \right] \bigwedge s(x_4) & t(x_6) \text{ same} \rightarrow \text{ decision = d}
   \]

   The rule is interpreted: if in the given situation (e.g., in a database or in a description of an object) there exist values of variables \( x_2 \) and \( x_3 \) such that function \( q \) for given value of \( x_1 \), and the values of \( x_2 \) and \( x_3 \) takes value 0 or 2 and \( x_1 \) has
value between 2 and 6, inclusively, or the function r for given value of $x_k$ and the constant $c$ takes value greater than 2 and functions $s$ and $t$ are equal for every value of $x_4$ and $x_6$, then assign to the given situation decision $d$.

The VL$_{21}$ system is a subset of the VL$_2$ system which is a form of a many-valued logic system, developed to combine the precision of a logic system with a facility to express compactly and in an almost self-explanatory way descriptions of significant logical complexity and varied degree of generality. VL descriptions can be easily used both for induction and deduction (a reader is advised to compare the readability of the above VL rule and of an equivalent expression in the first order predicate logic).

The input to the program consists of:

a) data rules, which is a set of VL production rules describing a given situation or an object (for example, a set of rules which relate a description of a group of patients to a diagnosis assigned to them);

b) a problem environment description, which contains VL rules describing properties of predicates or functions involved in data rules (e.g., that a given predicate is transitive);

c) definitions of the generalization structures of structured descriptors, i.e., definitions of hierarchies of concepts related by different degree of generality (e.g., that a triangle or rectangle is a special case of a polygon);

d) a criterion of optimality which specifies what properties of the goal rules are most desired by the user (e.g., minimum number of rules, minimum cost of descriptors used in the rules, etc.).

The input data can be specified to the program either in an interactive or a
batch mode. The goal of the program is to produce a new set of data rules which are more general than initial ones and optimal (or quasi-optimal) with regard to a user defined criterion (where the optimality criterion may require a computational efficiency of the rules, or economy of measuring the information needed for rule evaluation, conceptual simplicity, etc.). Also, the new rules will satisfy various restrictions and take advantage of properties characterizing descriptors, which are defined in the input data as specific to the given problem. In generalizing the initial rules, the program uses certain generalization rules which take into consideration the types of descriptors or variables which are used to describe objects. The program distinguishes between nominal, ordinal and structured descriptors (interval and ratio variables can also be used, but they will be treated as ordinal variables). The program is written in PASCAL, and therefore is easily transportable to other computer installations.

To illustrate the program's function we will use a very simple inductive task. Given are three classes of objects $O_1$, $O_2$ and $O_3$ (fig.1). Find a possibly simple description of each class of objects, such that each description describes all the objects in the given class and none of the objects in other classes.

It may be interesting for a reader to try to solve this problem him/her-self before looking for the solution found by the program (APPENDIX). The program was given descriptions of all objects in terms of such concepts as shape of a part of an object, texture of a part, its size, relations between parts, e.g., that one part is on top of another, etc. Although this problem is quite simple, the author observed that some people have difficulties with finding descriptions of classes $O_1$ and $O_2$ if they first found a description of class $O_3$. This seems to be due to the psychology of human problem solving, namely, when people find some concept useful for one problem (in
this case, texture), then they try to use it again for solving another similar problem, but in this case such a heuristic plays against them. A trap of this kind can be avoided, if one would use the program for solving the problem. This is yet another argument for possible usefulness of inductive programs.

A potential for practical applicability of the program can be better appreciated if one observes that the program can handle in a reasonable time (say, 1 to 3 minutes on a Cyber 175) a problem with a few dozen classes, with a dozen or so objects in each class and a few dozens descriptors (variables, predicates or functions) which constitute the initial vocabulary of the program. Concluding, it may be worthwhile to notice that the production rules used in various knowledge-based systems, e.g., MYCIN (Shortliffe 74), can be easily represented as VL rules, and therefore the program could find an application in designing such systems.

2. AQVAL/1 -v7 (briefly, AQ7) (Larson, Michalski 75)

-a program for determining optimal or simplest (according to a certain criterion of optimality or simplicity) VL₁ descriptions of sets of VL₁ events.

VL₁ descriptions are expressions in the VL₁ logic system (Michalski 74) which is a subset of VL₂ (there are no quantifiers, no k-place functions or predicates; certain forms are not allowed). If a VL₁ expression is used both as a condition and a decision part of a production rule, then the rule is called a VL₁ production rule. Here is example of a VL₁ production rule:

\[ [x_1=1,2][x_4\neq 2][x_5=2.5][x_6=0] \rightarrow [x_{10}=2] \]

(if \( x_1 \) equals 1 or 2, \( x_4 \) not equal 2, \( x_5 \) has value between 2 and 5 inclusive, \( x_6 \) equals 0, then \( x_{10} \) is assigned value 2)
A restricted version of this program (written in PASCAL) is used as a subroutine in VL₂ program, and can be used directly within the VL₂ program. The input to the program consists of:

A. data sets, which are sets of VL₁ events, each set is associated with a certain decision. VL₁ events are descriptions of objects in the form of a list of values of certain descriptors (variables). Each descriptor can take an arbitrary number of discrete values.

B. a criterion of optimality or "simplicity" for VL₁ descriptions to be inferred. A user defines the most preferable criterion (for a given problem) in the form of a sequence of subcriteria ordered according to their priority (the subcriteria are selected from a list of available subcriteria).

C. control parameters, which tell the system what kind of rules are desirable, what should be the scope of search (in order to control the memory and computational time to be spent on the problem), and the definitions of the domains of input variables.

The program can produce 3 kinds of rules:

1) linearly ordered rules, which have a property that an event can satisfy a rule i, only if it does not satisfy any of the previous rules i-1, i-2, ..., 1.

2) unordered disjoint rules, which can be satisfied by an event in any order and no event can satisfy more than one rule.

3) unordered intersecting rules, which also can be satisfied in any order but there may exist events which satisfy more than one rule.

The goal of the program is to produce optimal (or quasi-optimal) with regard to the given criterion, VL₁ descriptions of the input event sets.
The program was written in PL/1 and can handle in a few minutes of computation on an IBM 360/75 a few dozens of event classes, each containing a hundred or so events involving a few dozen multiple-valued variables. There is also available an IBM 360/75 assembly version of this program which runs an order or so faster than the described above PL/1 version (Yalow 76).

3. AQVAL/1 - v11 (briefly AQ11) 

(Larson 76)

- a program for multi-step formation of VL_1 hypotheses.

The program accepts as input data VL_1 decision rules and a set of VL_1 events with an associated class name. If any of the events are classified by the rules incorrectly, the program modifies the rules to make them consistent with these events. If now some new events contradict the current rules, a new iteration of the process begins.

The following simple example illustrates one iteration of the program. Suppose DR_1 and DR_2 are the initial hypotheses:

\[
\begin{align*}
DR_1 &: \quad [x_1=0,1] \rightarrow [d=1] \\
DR_2 &: \quad [x_2=2][x_3=1] \rightarrow [d=2]
\end{align*}
\]

Suppose we are now given 2 events associated with decision d=2:

\[
\begin{align*}
e_1 &: (0,0,1) \rightarrow [d=2] \\
e_2 &: (1,3,1) \rightarrow [d=2]
\end{align*}
\]

These events satisfy, however, the first rule instead of the second. The program will modify the rules to make them consistent with the new events (and also with any old events which it has in memory). A result of such modification might be:

\[
\begin{align*}
DR_{11} &: \quad [x_1=0,1][x_3=0] \rightarrow [d=1] \\
DR_{21} &: \quad [x_3=1] \rightarrow [d=2]
\end{align*}
\]
The program was written in PL/I (for IBM 360/75) and can handle in a few minutes of machine time a few dozen of original hypotheses and a few hundred events, which can involve a few dozen of variables, each able to take up to 8 different values.

The program also includes a procedure (which can be used as a separate program) for testing $VL_1$ hypotheses (formulas) on a given set of events and for calculating detailed performance statistics.

4. AQVAL/1 - v9 (briefly, AQ9) (Cuneo 75)

- a program for optimization of a set of $VL_1$ formulas.

This program (written in PL/1) can accept as input a set of $VL_1$ formulas (rather than only $VL_1$ events as AQ7 and UNICLASS). Each formula is associated with certain decision class. An important feature of this program is that input formulas associated with different classes may intersect. The program optimizes the input formulas with regard to a user defined criterion. Similarly to AQ7, the program can infer ordered rules, unordered intersecting rules and unordered disjoint rules. The program can also be used for determining an optimal logically equivalent (i.e., not generalized) description of a single class of objects. The price for having the above features is that this program is less efficient than AQ7.

5. UNICLASS - RS (Stepp 76)

- a program for determining an optimal (or quasi-optimal) and generalized (or logically equivalent) description of a single set of $VL_1$ events.

This program differs from the previous programs in that there is only one set of events to be described, and consequently, a degree of generalization has to be limited
by other means that the condition of non-intersection with other event sets (i.e., there are no "negative" examples). The degree of generalization is limited by a special input parameter, called a "density threshold".

6. AOPLUS  (Forsburg 75)

- a program for an interactive determination of a descriptor set (a "feature selection" program).

This program serves as an aid to select most relevant variables (features) for a given classification problem. Suppose there are 150 potentially relevant variables. Running any of the above AOVALID programs with such a large number of variables may require too much time or memory. Standard feature selection techniques developed in pattern recognition could be used here, but they are not very satisfactory, because they select variables based on a measure of usefulness of each variable taken separately.

This program initially selects a random subset of original variables. An AOVALID program is run using these variables as descriptors for a given problem (a version of program used here can handle continuous variables). Depending on a role each variable plays in the obtained V1,1 descriptions (whether it is present or not, in how many terms it occurs, etc.), an appropriate "usefulness" value is assigned to it. In the next iteration a new random subset of variables is selected, but the probability with which any given variable can be selected depends now on the "usefulness value" assigned to it. The subset of variables selected in each iteration tends to stabilize after a certain number of iterations. Such a subset is then taken as the representation space for the problem.
The program (written in FORTRAN) is interactive and at each iteration a user can change the "usefulness value" of any variable or add or remove a variable from a selected by the program subset.

7. ESEL (Michalski 75, Larson, Michalski 77)

- a program for selecting most representative events from a large learning set.

This program serves as an aid to select from a very large number of \( \text{VL}_1 \) learning events (i.e., events for which the class they belong to is known) a subset of the "most representative events". For example, the initial set of events may be of size of a few thousand, and the selected subset will be of size, say, a few dozen. Such a small set of events can now be easily handled by the AQUAL/1 program.

APPENDIX

The \( \text{VL}_1 \) program found the following descriptions of the classes from Fig.1:

\[ O_1: \exists \text{part}[(\text{in-top(part)})\land\text{shape(part)= polygon})\land\text{texture(part)=blank}] \]
\[ \text{(in objects of class } O_1 \text{ the top part is an unshaded polygon)} \]

\[ O_2: \exists \text{part}[(\text{in-top(part)})\land\text{shape(part)= oval}] \]
\[ \text{(in objects of class } O_2 \text{ the top part is an oval)} \]

\[ O_3: \forall \text{part}[\text{texture(part)= shaded}] \]
\[ \text{(texture of every part is shaded)} \]

or, alternatively,

\[ \forall \text{part}[\text{texture(part)= same}] \]
\[ \text{(every part has the same texture)} \]
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