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Abstract

EMERALD 2 is a large-scale system integrating severalmackd programs exhibiting
different forms of learning or discovery. The system is intertdeslupport teaching and
research in the area of machine learning. It enables aausgperiment with the individual
programs, run them on various problems, and test the performance of ghaengso The
problems are defined by a user from a set of predefined visuaktgbjesplayed through
color graphics facilities. The current version of the systenorpurates the following
programs, each displaying the capacity for some simple form of learningovelyg:

AQ Learns general rules from examples of correct or incodeaiions made by
experts.

INDUCE Learns structural descriptions of groups of objects and deternmipestant
distinctions between the groups.

CLUSTER Creates meaningful categories and classifications of givenctspjend
formulates descriptions of created categories.

SPARC Predicts a possible continuation of a sequence of objects or events by
discovering rules characterizing the sequence observed so far.

ABACUS  Conducts experiments, collects data, formulates mathematipagssions
characterizing the data, and discovers scientific laws.

Individual programs, presented as robots, communicate their régultstural language
sentences displayed on the screen, and by voice. EMERALD 2 iseausiex of ILLIAN, a

smaller system developed for the exhibition “Robots and Beyond: TheoAgsgelligent

Machines.” The exhibition was organized by a consortium of major Miseums of
Science. The system was initially implemented for a DEE®Station, while the current
version of the system was developed for use on a Sun workstationw Adfton, under
development, will be a C-based portable version of the system.
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1 INTRODUCTION

This report describes the basic architecture and use of an teteggastem of machine learning
and discovery programs, called EMERALD, intended to demonstratehimea learning
capabilities. To serve these needs, two versions have been developed:

ILLIAN — an initial, short version used specifically for demonstig machine learning
capabilities. This version was developed for the exhibition “Roéwts Beyond: The Age of
Intelligent Machines,” organized by a consortium of major U.S. MuseoinScience (Boston,
Philadelphia, Charlotte, Fort Worth, Los Angeles, Chicago, St. RallCalumbus), and was
presented at those museums during the years 1987-1989. The earlier iemsmm on
permanent exhibition in Boston.

LEART ANd DISGUUES
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Figure 1: Welcome screen.

EMERALD (ExperimentalMachine Example-basedReasoningand L earningDisciple) — an
extended version for use as both an educational tool in machine learning andarelase and as
a laboratory for experimentation and research. A version of temsythat runs on the Sun
workstation is currently available, while a C-based portableesysis currently under
development.

The system is based on many years of research done by 8kihedsearch group in the area of
machine learning. As this area has recently become vemeaeid many researchers have
started to work in machine learning, we felt it would be of irstetie the scientific community to



integrate different programs into one system, and make it awaifabluse in education and
research. The integrated system makes it easy for aaisetetact with and run individual
programs, test them, and acquire experience in understanding theirorignend their
capabilities.

A complete, seamless integration of these programs is alifécylt task, requiring significant
modification of the input and output modules of these programs and theomlaeat of a
complex control mechanism. As a first step toward such a ¢egbrograms were integrated at
the user interface level, i.e., the system allows the usgrasaess to each program through a
menu, and facilitates the application of each to problems defindtehyser, employing various
predefined objects.

The capabilities of the EMERALD system include the abilityléarn general concepts or
decision rules from examples, create meaningful classificatmhobservations, predict
sequences of objects, and discover mathematical laws. A usebenayrprised by some
capabilities of the programs. Sometimes a user may do betteththanachine, but sometimes it
may be the machine that does better.

The examples used in the demonstration deal with very simple ©bjquttures of imaginary
robots or trains, geometrical figures, playing cards, etc.thaahey can be easily understood.
These learning programs, however, have already been applied to anthdégaential to be
very useful in many areas, such as medicine, agriculture, biolbggmistry, financial decision
making, computer vision, database analysis, and, of course, intelligent robotics.

The current system, EMERALD 2, integrates the following fivegrams, presented as robots,
each displaying the capability for some simple form of learning or discovery

AQ Learns general decision rules from examples of correct orreutor
decisions made by experts.
INDUCE Learns descriptions of groups of objects and determines important

distinctions between the groups.
CLUSTER Creates meaningful categories and classifications of given objects.

SPARC Predicts possible future objects in a sequence by discovering rule
characterizing the sequence observed so far.

ABACUS Formulates scientific laws and discovers mathematical patterns in data.
This report provides a guide to basic use and installation of the EMERALD 2 system.

The next chapter, Chapter 2, describes how to run EMERALD. CHagiges an overview of
the use of the individual programs, and the different options for running experiments with them

2 GETTING STARTED WITH EMERALD

The EMERALD system runs in Common Lisp on a Sun workstation. Itnesy@penWindows
software and a monitor with full color graphics. A DecTalk voigetlsesis module is optional,
but highly recommended. The latter device should be hooked into apsetiabrresponding to
/devl/ttya. In addition, EMERALD requires a Sun Pascal libmargrder that the two Pascal-
based learning modules (AQ and SPARC) may run successfug. ABpendix A for a full
description of the installation procedure.



In order to run EMERALD on a Sun workstation, it is necessarysbdreate a disk image of a
Common Lisp environment under OpenWindows (this environment is referrad ©LX).
Assuming that this has been done, the user must first invoke tm\@umoWS system from the
EMERALD home directory using thepenwin —noautltommand, bring up the CLX disk image
(the example given in Appendix A will be a file callela-lisp), and then tell the Lisp system to
load emerald.lisp This file initializes the EMERALD environment, and loads &k ffiles
necessary for the system to run. This loading takes under two minkgly in the loading
period, the user will be asked if the system is a Sun 3 or a Suhether to enable the talk
facility, and whether to use the local system for displagrnilly, the latter question should be
responded to affirmatively, but this option allows for cases of n&edoiSuns in which
EMERALD could run on one processor, while the display and user inteafgigear on another
machine. Finally, the user will be asked about debugging mode.ode ) a general message
screen appears if EMERALD has encountered a fatal error,vefieh the system will restart.
In mode 2, the program will exit, and the specific error meswsdbappear in the Lisp window.
Note: It may be necessary to bring this window to the front.

After these questions are answered, the display will go darkleadiing is complete. When the
loading is complete, an initial screen will automatically campdFigure 1). Chapter 3 describes
how to proceed through EMERALD.

After the user has finished running EMERALD, the windows that had beethe screen will
remain in the background; the user should push the EMERALD window tbatie The

window running the Lisp process will display the function call — (R&ST) — required to start
the system, and will then return to the command level. The ecamerthen run another
EMERALD session, interact with the Lisp interpreter, or quit Ligp environment by the
standard (QUIT) function.

3 OVERVIEW AND USER’S GUIDE

This chapter discusses the nature of an EMERALD session froosénes point of view. It is
designed to stand independently as a user's guide to EMERALD, andtcalserve as
supplementary information to assist programmers and maintaindrseimunderstanding of
EMERALD.

The original goal of the EMERALD project was to create anlakklisplaying a set of pages
(slides) through which a user could progress in much the manner orsetpamyegh a book. To
this end, the system was structured in much the same way one esganiext. The system
currently consists of five different programs, called learning robots:

AQ INDUCE CLUSTER SPARC and ABACUS

Each consists of at least the following three subprograms:
Robot Challenges You (Introduces the user to the robot’s abilities)
You Challenge Robot (Allows the user to experiment with the robot)
Find Out How Robot Works (Explains briefly the theory behind the robot’s operation)

Different robots may have additional submodules. As the user pregréssugh the exhibit,
two types of pages may be encountered, “menu” pages and “work” pagesnuApage consists



solely of information and choices, while a work page allows tlee tasinteract with the exhibit
in a manner necessary for the particular application. To thepbssible extent, the final code
has remained faithful to this initial goal. The remainder of ¢bistion describes the contents of
the hypothetical book that the exhibit models.

The program runs in a continual loop; as long as a certain esag@penee is not applied, the
system will return to its initial screen (Figure 1) whenever:

* A user tells it to restart

* It has remained untouched for a certain amount of time (therabsing the time-out
procedure to be invoked)

The initial screen displays the title of the demonstration willikcblor graphics illustrating some
of the icons encountered throughout execution. It also indicates, botltingvand by voice,

how the user may proceed with the demonstration. It is in thestbiat EMERALD waits for a
user. The first menu page represents the cover of the exhibit.

Helle!l I am Emerald, your guide through

the gxciting Horld of Hachines that
Learn and =T Herea are my team
members — ~pbots for different

INDUCE
CLUSTER Invents ways to gr i
SPARC Predicts segquances d proceszes
ABACUS — Discovers laws from edpersmental data
To wilgit a robet, place the arroud on |t
us ing the mouse, and press SELECT.

aulrT RESTART) HELE | BREE i
THE THE ONE 3
ExHIfT ExH 81 SCREEN

Figure 2: Main Menu

The next page of the exhibit (Figure 2), labeled MAIN MENiisplays the contents of the
exhibit. This page contains an image of EMERALD and each ofulb@rdinate robots that the
user can visit. On this page, the user first encounters the set of standaedsghaies located at
the bottom of the screen. These squares are labeled “QUITERHEBIT,” “RESTART THE

EXHIBIT,” “HELP,” “BACK ONE SCREEN,” and “NEXT SCREEN” a this particular page.



Similar boxes will be present on other pages, with “VISIT ANMER ROBOT” added and

“<robot> MAIN MENU" replacing the restart square. The purposthe$e squares is to provide
standard methods by which one may progress through the exhibit. tik&omain menu, the user
may choose to visit any of the five robots by selecting one otthasots, or may choose a
standard option from the bottom of the screen. If NEXT SCREENasan, the user will begin
with the first chapter (AQ), and eventually progress frorhttefight through the robots shown
on this page.

3.1  AQ Robot

Upon entering the chapter describing AQ, one first encounters a shemwing the selection
among the three standard subsections:

AQ Challenges You

You Challenge AQ (see note) or

Find Out How AQ Works

NOTE: At present, the You Challenge AQ portion is divided into gleirand an advanced
section at the top level. As the system is expanded, this diwislioaventually be made after
the selection of the You Challenge AQ option.

A0 CHRLLENGES YDU

The year is 2121. Your spaceship haz landed on 4
distant planet populated by human—like robotz.
Your mistcion iz to make-a trade agresment betusen
the aarthlihgs and the robots, You find that soma
of tham ara fr|sndiy and =oma ars noti

FRIEMDLY ROBOTS UNFRIENDLY ROBOTS

T +
| : b4 1 s v

Can you determine simple rules for distinguishing
hetwean friend| and unfriefdiy robots?

Felect NEXT SCREEN to compare your rule wWith RO"s.

auiT WISIT HELP ! RACK
THE ANOTHER OME
EXHIBIT| ROBOT SCREEN

Figure 3: AQ challenges you.




As is typical of each chapter, the name of the present chagtéha image of its representative
robot are found at the top corner of the page. Again, the choiceXT [SEREEN chooses the
first of these options.

3.1.1 Option: AQ Challenges You

This section primarily contains seven menu pages — three parelém/solution pages, and a
summary page. Each of the three problem/solution pairs coosiatproblem that challenges
the user, followed by a page giving a solution to the problem. AbBl@mws are of a similar
form, asking the user to find a rule that properly distinguishes bativeendly and unfriendly
robots (Figure 3). The first page is slightly more detailteth tthe others, since it describes the
hypothetical domain in which the user will be asked to solve probleensa world of friendly
and unfriendly robots). Solutions are shown in green rectangles (oglesshland are presented
on the page following presentation of the problem. The problems, whigh grogressively
more difficult, are provided to familiarize the user with theety of problems AQ will solve later
in the exhibit. The summary page gives a brief description ofitreficance of the preceding
problems and explains how such reasoning can be extended to other doAftenghis list of
possible applications, the user is asked to challenge AQ.

3.1.2 Option: You Challenge AQ with a Simple/Advanced Problem
SIMPLE PROBLEM

The simple problem option consists of a menu page and a work pagéirsipage introduces

the problem to the user. This is especially useful for usacs vave not visited the previous
section. The second page allows the user to interact with AQré~p. It prompts the user to
form two sets of robots for which AQ will learn a distinguishinger The two sets are
introduced intuitively as members and non-members of a club that ¢henust define. The
user may then choose the yellow box labeled DISCOVER RULE, athwthme AQ finds a

distinguishing rule. At this point, the form of the work page tieratl to allow presentation of
the rule. In addition to displaying the new rule and stating it uiagvoice of AQ, the new
page allows the user to either:

SEE AN ALTERNATIVE RULE (display another rule to distinguish members from
non-members)

ADD OR DELETE ROBOTS (modify the current problem)
MAKE A NEW PROBLEM (restart the work page)

The user can leave the work page by selecting NEXT SCREEN.
COMPLEX PROBLEM

The complex problem option, as does the previous one, consists of a memnangageavork
page. The menu page allows the user to specify the number @sctdsobots, a value from 1
to 4. The following work page is analogous to that of the simmblgm, except that there is
room for up to four classes of robots. The page on which the rulepiaysid, however, may
contain two options not present in the simple problem section. They are:

DELETE GROUPS (i.e., decrease the number of classes)
CREATE GROUPS (i.e., increase the number of classes)
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==
/ - —— ] CHALLEMGE AQ MITH A SIHMPLE PRCRBLEH:

== | AN JOIN THE cLug

Is this your sacret rula?
A robol can join gour club if
it is holding a flagy
or it is =ailing and [t doss not wesr a bow tle.

BELEGT AN COFTION T THE FICGHT Off SEE AN ALTERNATIYE RULE
AT THE BOTTOM, SELECT THE MIOHE

0TI TO SEE IF A0 CAN IMPROVE 'ABD (OR DELETE) EXAHPLES
ITS ALEE WITH MOBE EXAMPLES,

RELECT NEXT BORIEFN TO CHALLENGE : MREE A NEH PROBLEN

ALY WITH A HARDER PROBLERM.

QuUIT VISIT HELP! BACK NEXT
THE RNOTHER] ONE SCREEN
EXHIBIT| ROBOT SCREEN

Figure 4: Challenge AQ with a problem.

The Delete Group option will appear whenever more than one groupesttyidefined, and the
Create Group option will appear whenever fewer than four groups are defined.

3.1.3 Option: Find Out How AQ Works

This section consists of a single menu page. This page, asdal tgpiother “find out how it
works” pages, describes the manner in which AQ works and its seym# in real world
applications. See the AQ-related references for more infmmain AQ15 and recent
innovations in the AQ family of programs.

3.2 INDUCE Robot

The INDUCE chapter begins with a menu page displaying three options:
See examples of what INDUCE can do
You challenge INDUCE to discover a concept
Find out how INDUCE works

3.2.1 Option: INDUCE Challenges You

The first page in this section introduces three options:



EX 1. What is an arch?
An example of incremental and non-incremental learning.

EX2: How to distinguish groups of objects?
Distinguishes between multiple groups.

EX3: INDUCE discovers patterns in trains
Introduces the user to the domain in which INDUCE may be challenged.

Of these, only Example 1 does not actively challenge the user,dr@tesenting the learning
process in a step-by-step tutorial manner.

EXAMPLE 1: What is an Arch?

This example consists of four menu pages. The first two pagesb@eswcremental learning,
the next page describes non-incremental learning, and a final graggles a summary
describing the importance of INDUCE. Incremental and non-inare&hkearning are described
by an example that explores how the concept of an arch mighatredeusing each method.
Each page presents figures of arches, and describes whylpartides either do or do not
capture the concept of an arch.

EXAMPLE 2: How to Distinguish Groups of Objects?

Hhieh of the statenenis belod describes &ll oblects |n Group
1, ard nonae In tha othed:two groups? fzelact one)

Edch object has a rad clrcle Ins|de something
Each object has exact|y two gresn parts

Each object has & red part on top of & greasn part

QuiT WISIT | INOUCE BRCK NEXT
THE ANOTHER) MRIN ONE SCREEN
EXHIBIT ROBOT | HENU SCREEN

Figure 5: INDUCE tallenges you.




This example consists of a single work page challenging the user (Figureélser is asked to
devise a rule to distinguish between three sets of colored two-donahsbjects. Three

possible rules are presented, and the user is asked to selectlwsedhree possibilities. Upon
selection of the correct rule, or upon the user’s selection of foitke gtandard options, the user

leaves the page.
EXAMPLE 3: INDUCE Discovers Patterns in Trains

This challenge consists of four menu pages, grouped as two setebténpisolution menu
pages. Each problem asks the user to devise a rule to distinguish betweds tfitrams. The
rule discovered by INDUCE is then presented on the solution page. irSherbblem is an
example of a simple rule that may not be obvious to the user. Gbtedsproblem is analogous
to the historic train example presented by Winston.

3.2.2 Option: You Challenge INDUCE

This portion of the INDUCE chapter consists of a single work paiger@6). The page begins
with a brief introduction, describing how to use the screen, followeda bwhite region
representing a set of 48 trains.

I To mowa trains, 1=

J L F, . e 4 e andmtsen ared
~hal lenge INOUCE Hith a Problem {(advanced) thes HELEGT. batsi;
Nake up a8 rule describing SHFE tralms, e.d."'tralns with
red epgines and tuo cars." Hove ome or morm tralns |Into
the SAFE and UNSAFE areas according to uwour rule {I‘Ifw
can also move trains randomiyl). Select DISCOVER PATTERN
to sae if INOUCE can dizcover your Cor anyl rule.

Bl - o+ B
-,

- - L] El

Al = [ o

ol | & |\ ® /

DELETE QUIT | VISIT HELP! |BRCEK '

TRAIN THE ANOTHER ONE alvED
EXHIBLIT| ROBOT SCREEN PRATTERN

Figure 6: Challenge INDUCE with a problem.

Because only eight trains can fit into this region, yellow batis arrows are placed on the right
and left of these trains to allow the user to scroll through therelift pages of train images. The
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white region on the bottom of the screen consists of two sets ro$lfata into which trains from
the above section can be placed. Trains placed in the left fouregpoesent SAFE trains, while
those in slots on the right represent UNSAFE trains (tmsade obvious by labels printed next
to the slots). Upon having placed trains in each of these twseslathe user can challenge
INDUCE to discover patterns distinguishing the two sets ohdrdiy selecting DISCOVER
PATTERN. Upon the user's making this choice, INDUCE devisesleato describe SAFE
trains. After presenting the devised rule in the area previowslypeed by the set of trains
(Figure 7), INDUCE gives the user three choices:

See an Alternative Rule (i.e., another rule distinguishing the two classes)
Add or Delete Trains (i.e., allow the user to modify the problem)
Create a New Problem (i.e., restart the work page)

enge INOUCE Hith

A trdin is safe it:

lts second car is & tank c&r,

ap

iteg ¥irst céar has -an alliptical load,

Choosé an optlon to tha Flght
or select NEXT SCREEN to see
houw INDUCE works.

Sgm an Alternative Rula '
ﬂqd or Delete Trains
Creste a Neu Problap

gl + Ly e

Al s[5 ] [W] ce
Al o /Tel[ W ]<%5

== P

am [ P

e e SANE W
=] il [ Da—]
QUIT |VISIT |INDUCE |HELP! |BRCE | NEXT
THE ANDTHER| KBIN ONE SCREE o~ OTHER
EXHIBIT| ROZOT |HENU SCREEN DPRIONS

Figure 7: INDUCE discovers a rule.

3.2.3 Option: Find Out How INDUCE Works

This section consists of a single menu page, which describes tireemma which INDUCE
operates and the significance of INDUCE as a learning pro{ffayjare 8). See the INDUCE-
related references for more information on the program.
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o INDUCE works

INDUCE d|scovers patterns (rul|es) by perfaorming
generalizing and speclalizing transformations of
the corcept examples. The patierns that it
creates distinguish objects on the basis of not
only their properties, but Also the properties
of their cosponents and the relationships among
these components.

INDUCE sterts by =elacting & = ngle example
frem @ group, and then ganeral [zes It |In many
ditterent waus,; so that many other sxamples of

this group are included, and examples of other
groups dra exc|udad. The bast ganeralization,
the simplest or the least costly is
ted. [If it explains all examples, INDUCE
atharwize |t continues, starting with

IHPORTANT THINGS TO REMEHBER

INDUCE Is a multi-purpose |earning system

that can ba applisd to many practical probems
in areas such &s compuler vision, engineering
design, Alr traffic control, medicine or

Agr icul ture.

VISIT INOUCE | HELP! ARCE NEXT
RKOTHER MAIN DNE SCREEN
ROEOT | HENU SCREEN E

Figure 8: INDUCE’s capabilities.

3.3 CLUSTER Robot

This section begins with a menu page displaying the following options:
CLUSTER challenges you with a problem
You challenge CLUSTER with a problem
Find out how CLUSTER works

3.3.1 Option: CLUSTER Challenges You With A Problem

This section consists of two pages that present an example ofypaeot problem that
CLUSTER can solve. The first page introduces a simple problenmichwhe user is asked to
place a set of eight geometric figures into groups. Thensepage is a work page (Figure 9).
This page allows the user to select among three possible grouginigs eight objects. By
placing the cursor controlled by the mouse over either a partigidaping or one of the yellow
bars respectively labeled First Grouping, Second Grouping and Thowgpbi&g, the user is able
to select the grouping found to be most appealing. After makimgiae; the user is informed
whether or not the chosen grouping agrees with that which CLUSA&RI (hypothetically)
select. If the user fails to select the correct clustetimg system allows the user to try again
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until the correct grouping is chosen. At this point, the selectieaitable on the upper section
of the page are disabled, and only the menu selections at the bottom of the screenhosgrbe ¢

t LHHLLENGES

E O HETRIEL

R sample of groupings:

[First Grouping

;Eacnnd Grouping

Third Grouping

Hhich grouping consists of most =imiflar ohjects
and |8 sasisest to describe? Use the mouse and
SELECT button to Indlicate that grouping.

CLUSTER] HELP! BRCK HE{'
RNOTHER] HAIN ONE SCREEN
SCREEN

Figure 9: CLUSTER challenges you.

3.3.2 Option: You Challenge CLUSTER With A Problem

This section consists of a single work page (Figure 10). Theg@agains an upper portion with
12 trains, from which the user is asked to select a subset aoggstivo to eight trains. Trains
are moved by first using the mouse to place the selection cowveora train, and pressing the
select button, then moving the cursor to the destination white réetamgl pressing the select
button again. After more than one train has been placed in the EXBNET, the user may
select the yellow region labeled FORM GROUPS. Upon this ch@it®)STER begins
attempting to divide the trains into groups based on properties such ggds of cars in the
train and the loads they contain.



13

tho or more frains to the EXRAPLE SET using the mouss and
T button. Thern select FORH GROUPS to ses into what categyories
CLUSTER divides your trains. (HELP! for more instructionsl.

try to divida into groups

m LI—L

Jﬁl_'_.r__’{ll_l_.ﬁ:l_
HJD - - u""w
W H\;'.j—r—‘n-*-aﬂnl
QUIT |VISIT |CLUSTE I [BREE | NEXT FORM
THE ANOTHER HAIN ONE SCREEN CROUPS
EXHIBIT| ROEDT | HENU GCREEN

Figure 10: Challenge CLUSTER with a problem.

Upon classification, the groups formed are displayed at the tdge afcreen (Figure 11). Each
group is described by a rule, shown in a green region (rule blbek)distinguishes it from the
other groups. The bottom of the screen contains two selections: AREERNATIVE
GROUPING and CHANGE YOUR EXAMPLE SET. Choosing the firstestion causes
CLUSTER to find a new set of rules partitioning the set ohs&ranto groups. These will be
displayed in the same manner as the first groups. If the secomh,0fHANGE YOUR
EXAMPLE SET, is chosen, the screen is returned to the stad&siin before FORM GROUPS
was originally chosen.
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H CLASSIFICATION FOUND

Growp 1 has trains with the first car's |oad being 4 reciangle

A [ [

| Greup 2 Ras trains with the firet car’s |osd being a triangle
B | [ e
= '-é::—lc 8 ol_'ch = n'_l‘é 2 n:.h_l-o = c:] [ -_LB_D'I H{—L—I‘l ' :I
S B e B s S
L] L] L] L[] L] - L] L] - [}
Group 3 has tralna ulth the first car’s |cad being a square

Ad vl L Adl s |\ s/ o

Group & his trains wlth the first car’s |oad being ourved

- ‘:“’Ai'-"" % l- - -i-'lll_' = ! I Y 'IJ__;__L = -

el 4 0 o F L] wm ¥ o i)

SEE ALTERNATIVE GROUPING

EHHHEE YOUR EXAHPLE SET

QuiIT VISIT [CLUSTER HELP! [BRTK MEXT
THE ANOTHER HAIN ONE SCREEN
EXHIBITI ROBOT: | HEMWU SCREEM

Figure 11: CLUSTER'’s classification.

3.3.3 Option: Find Out How CLUSTER Works

This section consists of a single menu page, which provides a dwessfription of how
CLUSTER works, followed by a short description of the scope of probiemwsich CLUSTER
has actually been applied. See the CLUSTER-related referdocemore information on
CLUSTER-2 and recent innovations to the CLUSTER family of programs.

3.4  SPARC Robot

This chapter begins with a menu page displaying four possible options:

SPARC Challenges You: Simple Sequence

SPARC Challenges You: More Complex Sequence

You Challenge SPARC

Find Out How SPARC Works
Since SPARC is the most complex of the EMERALD learning systems, the pgsoibleam solve
may overwhelm an unsuspecting user. In order that the usenamaya smooth introduction to

sequence prediction, the extra option (simple sequence) has been atluedistoof available
selections.
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3.4.1 Option: SPARC Challenges You

This section is made up of four distinct work pages. Each page prasamtislem that asks the
user to complete a particular sequence (i.e., choose the nexdnélenThe domains become
progressively more difficult.

The simple sequence consists of a single work page. The tbp p&age displays a sequence of
colored geometric figures (triangles, squares and cirthed) the user is asked to continue.
Currently, the example is always the same: Red Triangle, 8quare, Green Circle, repeating.
Possible continuations are shown in four square white regions belowdghense, and the user
is asked to select the best one. Upon the first selection of @mdoccontinuation, the user is
told that the choice is incorrect, and is allowed to make anotteen@t Upon the selection of
either a second incorrect continuation, the correct solution, or NEXHEEN, the work page
displays the correct solution accompanied by an explanation ofthatyparticular solution is
correct. The user is then allowed to continue by selecting any of the foursekec

SPARC Challenges You: More Complex Sequence [geometric figures]
SPARC Challenges You: Mined Channel (advanced)

SPARC Challenges You: Card Game (advanced)

You Challenge SPARC

or one of the standard options at the bottom of the screen.

Very good! Perhaps you would |ike to try again.
Choose one:

Hain L-n&|

Side Line

Hhich ohkject balow iz the most likely continuation
of the ssquencef?

I You Want to ses SPARC s solution wight away,
selact NEXT SCREEN.

QurT YISIT [SPARC | HELP! BRCK NEXT
THE ANOTHER| HRIN OKE SCREEN
EXHIBIT RDBOT | HENU SCREEN

Figure 12: SPARC challenges you with geometric figures.
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Had the user selected MORE COMPLEX SEQUENCE from SPARG#& menu, another
menu would appear, allowing the selection between geometric giguramed channels, or
playing cards. Both the geometric figure and playing card optionsist of an arbitrarily long
sequence of work pages (they can also be viewed as a singlpagerkvith a large collection of
problems, of which the user may choose as many as are desikedh the simple sequence
example, the page asks the user to continue a sequence of geaguateie dér playing cards
(Figures 12 and 13). However, in this case, an upper region contaimevw&e- a Main Line
(containing the sequence) and a Side Line (containing incorrachp&s). If an incorrect
continuation is selected, the figure chosen is displayed in theLBidebelow the point in the
sequence at which the error was made, and EMERALD adds thetogleeent to the Main
Line. If the correct continuation is chosen, the series innd&teby one object, and the user is
asked to try again. After the user has guessed (whether tpooeatcorrectly) three elements
to be added to the sequence, or if NEXT SCREEN is chosenaafteor two guesses, an
explanation of the sequence is displayed in a rule block (greemyeand the user is allowed to
decide whether to try another such problem, be challenged by SRARGe of the other
environments, challenge SPARC with a problem, or go elsewhere \stathgard options at the
bottom of the screen.

I have a secrel rule for putting doum & series
e¢f cards. Can you discover the rule?

Hhich card comas naxt?

[Side Line

Hhich card below is the most | ikely continuation
of the sequence?

EEED

If you want to ses SPARC's solution wight away,
select NEXT SCREEN.

QurT YISIT |[SPREC | HELP1 BHCK
THE ANOTHER| HAIMN ONE
EXHIBIT ROBOT | HENU SCREEN

Figure 13: SPARC challenges you with playing cards.

The Mined Channel example consists of one description page and up twdnkegages. The
first page describes a problem in which a ship must break a cdsodns on the shores of a
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channel in order to proceed through it safely. The code determines patits are safe; other
paths contain mines that must be avoided. Although not stated exptioitlbeacons have three
features (shape, color, location along the path). The usgkad o determine from a part of the
safe path shown on a map (presumably, an enemy was spotted nagatiatiriion of the safe
route) the next direction in which the ship should proceed. The cisomade by clicking the
mouse on one of the arrows pointing away from the ship. Depending oelébtam, the ship
will either pass safely through, or hit a mine and sink. Eittsr, MPARC will display the rule
it had in mind. The rules on the three mined channel work pages rémaaame during each
execution of the program. They are similar in nature to those getdéoa the geometric figures
and card game, but they are much more difficult to discover due teothme of available
information.

3.4.2 Option: You Challenge SPARC

This section consists of a single menu page and one work padeefasér to choose from,
involving a sequence of playing cards. This is analogous to tlte@&ane challenge described
in Section 3.4.1. However, the user, as opposed to SPARC, now creates the sequence.

T- TAHLE | FIND RULE
-EAARA s
| ﬂi! Side LUE

Side Lins FIND AW

L ALTERMATIVE
Tha sequence i 5 repatition of the Following RULE
pattern: ‘A card whose color Fe red, fol|lowsd ky-a
card whose color (= hlack.

A2 |3 {4 |5 |8 |7
ool o BT TR
QuiIT YISIT SPRRC  HELP!  APCK KEXT
THE FI'HIJTHET MATIN DKE SCREEN

- EIHIEIT‘ pogaT

Figure 14: You challenge SPARC.

MENU ‘ SCREEN

The first time the user opens the work page after enteringRA®S main menu, the work page
shows a partial sequence in order to give the user an idea of hantioue. Thus, after this
first example, a user would typically begin by thinking of a sequeafaards. These can be
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created using the “COMPOSE A CARD” option at the bottom of thye pand placed on “THE
TABLE” shown at the top of the screen. The area under théGARD-IN-HAND” represents
the card presently in the user’'s hand. (NOTE: The user deer eiteate the CARD-IN-HAND
by using the COMPOSE A CARD section, or by picking a card filwentable using the mouse
and Select button.) The user creates the sequence that SPARCo#inue in the top row.
Negative examples are placed in a side line below the ttaegisare not allowed to follow. For
example, if the fourth card in the sequence (the top row) may ribelibree of hearts, that card
could be placed under the third card in the row.

After configuring the table in this manner, the user can choose one of the folloptiogs:
FIND RULE AND PREDICT NEXT CARD
FIND AN ALTERNATIVE RULE
CLEAR TABLE

If the first option is chosen, SPARC will attempt to continuegsbguence. The card SPARC
proposes is shown at the end of the sequence on a backgroundfiefentdcolor (i.e., not
white). This is followed by the display of the rule (Figure 1IMOTE: If the rule is too long to
fit on the screen, the user is given the option of either seletngute on a separate screen (the
YES option), or not viewing it (the NO option). If the FIND AN ALREATIVE RULE option

is chosen, a new rule is found explaining the current configuration.llyfFiGaEAR TABLE
removes all cards from the “table”.

There are many ways to use the negative examples effigotvhen SPARC guesses incorrectly.
One obvious method is to place the incorrect choice in a row belovashelement of the
sequence, and extend the correct sequence by one card. Alterpnativé$ycan be placed below
some earlier cards in the sequence.

3.4.3 Option: Find Out How SPARC Works

This section consists of five menu pages. The first page desdhbeproblem with which
SPARC is faced. The next three describe the three rule mosbrsby SPARC. The fifth page
describes problem domains to which SPARC may be applied. See the SPARC redfliences
for more information on the SPARC program.

3.5 ABACUS Robot

The layout of ABACUS differs from the others primarily in tlé option FIND OUT HOW
ABACUS WORKS has been placed before the others, and broken into ¢ttionse This is
justified by the fact that these two sections, ABACUS DISEB®% OHM'S LAW and
ABACUS DISCOVERS STOKE'S LAW, give more of a description abebat ABACUS does
than how it performs this feat. The remaining two sections, ABBCHALLENGES YOU
and CHALLENGE ABACUS WITH YOUR PROBLEM, again follow the standard farma

For further information on ABACUS and recent enhancements to thgrapno see the
ABACUS-related references.
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3.5.1 Option: Find Out About ABACUS

The section, ABACUS DISCOVERS OHM'’'S LAW, consists of one wpage and one menu
page. The work page consists of a table of data and three yeljpongecontaining the
following candidate rules that may describe the data:

3XxXR=V 2X1=R or V=IxR

The user is asked to select the rule that describes theltldia.correct choice (i.e., the third) is
not selected, a reason is given why it is inappropriate. Afterattempts at this problem, the
user must progress to the next screen, regardless of the chwdes The menu page that
follows gives a description of the kinds of areas in which ABACHIS lze applied and the types
of equations it can discover.

The next section, ABACUS DISCOVERS STOKE'S LAW (Figure ,1&)nsists of a single
menu page. The upper left corner of the screen contains an animatepleewf balls falling in
cylinders. The screen explains that ABACUS can find a satile$ to describe a situation in
which a single form of rule may not be appropriate.

If we dropped cla

three difierent c ners
shoun}, Can HWe ¢ l,..,: Hltu
aguati ﬁr: describing their moti ion?

When [ kas given the results of the experiments,

1 found the folloming ldws:

[t = tima, v = valoeity, p'=ball radiug, and

m = ball mass)

1} ‘1§ substance-= wacuum then W

2) I+ substancg = glycernsl then r & v B.5558
W

8.817%

3) I+ subztanca = castor oll then r x B.7336

& Yol can ses, | can d|gcover several| eguatl|ons
@t once and indlicate the precond|tions for which
egeh eguatian s Spplicabla.

Please select one of the optlong belew te coptinue:

aurr YIS1T | RERACUS | HELPI BRACK
THE ANOTHER HATIN ONE
EXHIBITI ROBOT | HENU SCREEN

Figure 15: ABACUS discovers Stoke’s Law.
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3.5.2 Option: ABACUS Challenges You

This section consists of two work pages and two menu pages. The fisgrpresented with a
work page. On this page, one attempts to aim a cannon so as to lajecal@in a box. The
cannon fires a cannonball against a wall, and the ball rebounds ingbeodi of the box. Upon
success, a menu page appears. On this page, the materialvafitaed the speed at which the
ball is fired are changed. At this point, the user may eitheose to experiment in the new
environment by selecting the yellow TRY AGAIN bar, or continueveltsze by selecting one of
the standard options. If the user continues to experiment, a new workhaageflects the
changed environment appears. Again, success leads to the appedHranamenu page.
However, this time, the menu page describes the form of the rBla€WBS would uncover for
the examples just solved by the user. At this point, the useronéipwe by selecting a standard
menu option.

3.5.3 Option: Challenge ABACUS With Your Problem

This section consists of two work pages and a menu page. The wesk(Fagure 16) allow the

user to set three parameters that define the environmentus&hean position the box in which
the cannonball must land, and set both the material of the wall, (steck, wood, or plastic, in

descending order of elasticity) and the explosive power otdn@on (low, medium, high, or
very high).

Chal lenge ABACUS to find & law which it can usze

to shoot the ball into the targei box. St up the

environmant
as you mish,
then select
CHRLLENGE
ABACUS.

lize the mouseé and SELELT button to
choose 4 position within the gellow aread
Where you would |lke the target box to be.

—_
Select the uwall material and explosive pouer:
HALL EXPLDSIVE
HATERIAL POKLER CHALLEWGE

LOH " RBACUS
HEDOIUH

PLASTIC.  VERY HIGH

aulT VISIT |ABACUS | HELP! BACK NEXT
THE ANOTHER HA TN ONE SCREEN
EXHIBIT| ROBOT | MENU SCREEN

Figure 16: Setting up the environment.
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Upon selection of the rectangle marked CHALLENGE ABACUS, ARJC begins

experimenting (Figure 17) in a trial-and-error manner analoggowat the user had to do in the
previous section.

ILLENGE RERCUS

Please walt a moment while ABRCUS parforms
axpar [Bants and ol lects data.

aurr RBRCUS |HELP! | BRCK
THE ANOTHER| HALM ONE
EXHIRI SCREEN

Figure 17: ABACUS conducts some experiments.

After five shots at predetermined angles, the system hagylenotormation to generate an
equation as a function solely of cannon angle, and declares thatgowgrning the flight of the
ball has been found. If it is not possible to land the ball in the b@aaed, this is stated, and a
new work page is displayed, allowing the user to reposition the boxeiachable location, and
continue the simulation with the new position. The reachable aredicated by a yellow
region. The cannon is then fired several times, and the Balamd in the box each time. The
use is now given two choices:

See The Equation Found by ABACUS
Challenge ABACUS With Another Environment
If the user chooses to see the equation, this is displayed on a nggnthpaallows the user

either to challenge ABACUS with another environment or to choostaradard menu option.
The second option simply allows the user to pose another problem.
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APPENDIX A INSTALLATION ON THE SUN WORKSTATION

Hardware requirements: A Sun workstation — Sun 3 or higher, with a color monitor. An 8
mm. tape drive capable of reading high-density tapes. A Dieofate synthesis device is
optional, but highly recommended.

Software requirements: OpenWindows, version 2.0 or higher, Sun (Lucid) Common Lisp,
version 4, and libraries from Sun Pascal, version 2.

The first step in installing the EMERALD system is to gptits home directory. Once it is
created and moved to, copy the contents of the EMERALD tape inttirdwory using théar
xvbf 1024 command (it will create its own subdirectories, and usehban command to set up
the ownerships of the EMERALD files. One file must be edibetdke into account the location
of this directory. To do this, go into the féenerald.lisp and find the line that reads:

(setf *exhibit-path* “<some path>/")

Change what appears within the quotation marks to the complete pat BMERALD home
directory. Be sure to leave the trailing “/".

In addition, the Common Lisp/X-Windows interface must be created,abeaPlibrary must be
accessible, and the system must be able to find non-standardgedtey EMERALD. In order
to achieve the former, the following steps should be performed:

lisp

(load “defsystem.lisp”)

(compile-clIx)

(quit)

lisp

(load “defsystem.lisp”)

(load-system)

(disksave “clx-lisp”)

(quit)
Some of the above commands may require superuser privileges. Inoadeess all necessary
fonts and the Pascal library, the following lines should be added to your .login file:

setenv LD_LIBRARY_PATH $OPENWINHOME/lib:/usr/local/lang/pasc

setenv FONTPATH $OPENWINHOME/lib/fonts:<EmeraldHomeDirectéoydfonts
where :<EmeraldHomeDirectory> is the top level directory for the syste

To make the Pascal library accessible, either put it in dgst/lang/pascal, or create a symbolic
link from that directory to the library file. This file will have a name begigmwith “libpc”.

The system will be ready to run, as described in Chapter 2, ongeathdanemerald.lispis
specified.
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